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Chapter 1

Introduction
In this chapter we first present in Sections 1l.1-1.7 the abstracts of the
individual papers that form the remaining 7 chapters of this report. Each
. paper, which is in the form of a manuscript for publication in a technical
journa., has been writteu by one or more members of our research group. Most
of these manuscripts are being reviewed, and their final forms will be
different than those presented here.

In Sections 1.8-1.10, we briefly review the work that was under way
during the contract, but which has not progressed sufficiently for the writing
of summarizing manuscripts. One of the projects, “On Cloud Street Development
from the Inflection Point Instability” is the MS thesis topic for Mr. Dave
Stensrud and another one, "Wavenumber and Amplitude Vacillation Arising from
Time=Dependent Flows™ is the Phl theais topic for Mr. Steven Feldstein. The
last study, "Modeling the Index Cycle Variations™ is a postdoctoral project
for Dr. Harry Henderson. The reports summarizing these studies will be

included in the final report for the present coatract, NAS&-36150.
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1.1 The Effect of Topography on the Evolution of Unstable Disturbances in a

Baroclinic Atmosphere

A two-layer sgpec:ral quasi-geostrophic model is used to simulate the
effects of ropogiaphy on the equiiibria, their stability, and the long~term
evolution of incipient 'nstable waves. The flow is forced by latitudinally
dependent radiative heating. Dissipation is in the form of Rayleigh
friction,

An analytical solution 1s found for the propagating fiaite-amplitude
waves which result from baroclinic instability of the zonal winds when
topography is absent. The appearance of this solution for wavelengths just
longer than the Rossby radius of deformation and disappearance of ultra-long
wave—lengths is interpreted in terms of the Hopf bifurcation theory of Marsden
and McCracken (1976). Simple dynamic and therrwodynamic criteria for the
existence of periodic Rossby solutions are prasented. A Floquet stability
analysis shows that the waves areAneutral.

One result of the introduction of topography is multiple steady solutions
for certain values of external parameters. Metastable high index equilibria

are especially prominent when the zonal wind shear is close to resonance.

g e

The nature of the form—drag inst-»{lity of high-index equilibria {is
investigated. It is shown that the proximity of the equilibrium shear to a
resonant value 1s essencial for the iastability, provided the squilibrium
occurs at a slightly stronger shear than resonance.

The baroclinically unstable waves with topography evolve with increasing
radiative forcing via a series of period doublings, as opposed to Hopf
bifurcations, to an aperiodic stste. A Floquet stability analysis of the
successive periodic solutions fecilitated an accurate determination of the

critical heatings. Feigenbaumr's asymptotic relation was closely followed.
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Preliminary calculations with less severe spectral truncations suggest that

Feigenbaum's relation holds independently of the truncation.
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1.2 The Hadley and Rossby Regimes in a Spherical Atmosphere

The properties of the steady Hadley and Rossby regimes for a thermally-
forced rotating fluid on a sphere are studied. The two-layer modified
geostrophic model of Lorenz (1960) is employed which allows for thermal
advection by the divergent wind and time dependent static stability. Heating
procesges are parameterized using the Newtonian approximation and Rayleigh
friction is accounted for. The equations are transformed to spectral form
using spherical harmonics and then truncated retaining a simple axisymmetric
state and initially one wave.

A time independent Hadley criculation is obtained which is neutral to
axisymmetric disturbances but unstable to wave-~like perturbations for
intermediate values of the meridional temperature gradient indicating the
existence of both an vpper aud lower symmetric Hadley regime. An analytical
solution for the steady Rossby circulation is determined for values of the
meridional temperature gradient where the Hadley regime i{s unstable. Linear
perturbation theory is used to show that within the steady Rossby regime two
or more waves cannot exist simultanecusly. This implies that the transition 3
from one wavenumber to another occurs abruptly as the meriodional temperature v
gradient is varied in contrast to the finding of Lorenz (1962) for the
rotating dishpan. For small values of dissipation and forcing, the steady
Rossby regime is replaced by a doubly periodic time dependent circulation
consisting of both amplitude vacillation and wave propagation. Also, there is
very good agreement between the wavenumber of saximum instability for the

steady Hadley regime and the wavenumber observed in the steady Rossby regime.




1.3 A Parameterization Technique for Nonlinear Spectral Models

An objective parameterization technique is developed for general nonlinear
hydrodynamical systems. The typical etructure of these hydrodynamical systems,
regardless of their complexity, is one in which the rates of change of the
dependent variables depend on homogenesous quadratic and linear forms, as well
as on inhomogeneous forcing terms. As . prototype of the generic problem
containing this typical structure, we apply the parameterization technique to
various three-component subsets of a five~component nonlinear spectral model of
forced, dissipative quasi-geostrophic flow in a channel, The results obtained
here lead to specification of the necessary data coverage requirements for
applying the technique in gereral.

The emphasis of the parameterization approach is on preserving the
behavior of the steady states by incorporating in the parameterized models
information concerning the topological structure of the original solutions.

The parameterized spectral components are expressed as power series involving
the retained components, and it is found that the optimum parameterization is
obtained when these series are terminated at quadratic terms. The values of
the coefficients in these series are determined from the moments of the
original set of spectral components over some range of forcing.

For testing convenience, the moments are computed using the steady
solutions to the original five-component model as data. This is accomplished
by assuming that the values of the zonsl forcing rate obey some standard
statZstical distributions, In regions of phase space in which multiple steady
solutions occur, the likelihood of the occurrence of sny one solution may be
weighted according to its stability. Thus, the data sets can be viewed as

simulating either idealized data, in which both stable and unstable solutions
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are permittzd, or observational data, in which only stable solutions are per-

mitted. Special attention is

to data coverage requirements,

paid to the sensitivity of the parameterization

and to the relation of these requirements to

the general structure of the solution surfaces. Significantly, 1t 1s shown

that with sufficient data coverage, a successful parameterization nay be

obtained even in the more restrictive case when only stable (observable)

solutions are used as data,
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1.4 A Numerical Study of Global Axisvmmetric States and Their Stability to

Quasi~-Geostrophic Disturbances

A gteady, axisyumetric model of the general circulation is develioped as a
basis for climate stability studies. The model includes the effects of
heating, rotation, and internal friction, but neglects topography. It is
assumed that the axisymmetric flow may be modeled by making the Boussinegq and
deep convection approximations. The hydrostatic asgumption {s not made, thus
permitting the advective terms to he included in the vertical equation of
motion. The initial set of five primitive eguations is reduced to three
equations in terms of the zonal velocity, meridional streamfunction, and the
potential temperature perturbation. :

The three dependent variables are assumed to satisfy appropriate spectral

expansions, and the three equations are then arranged into a Galerkin

[

representation, The number of degrees of freedom retained in the expansions

is restricted to eight waves or less, which places the model in the clase of Pt

.

highly truncated spectral models.
The motions are forced by a specified hesting distribution and dissipated

through an eddy mixing coefficient formulation., The specified heating

< P o A, -
- - -

distribution is an idealized pattern based upon the observed net heating

field. The eddy mixing coefficients are chosen to be representative of the

e AR

observed circulation,

The axisymmetric circulation is tested for stability to quasi-geostrophic
disturbances. The original set of five primitive equations is reduced to a
single equation governing the evolution of quasi-geostrophic potential
ve-tlcity., This equation is linearized about the axisymmetric state, and the

stability of the disturbances is found by examining the eigenvalues
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associated with each disturbanc2. The longitudinal resolution is truncated
beyond the 15th longitudinal wave.

The application of the Boussinesq, deep convection, and quasi-grostzophic
assumptions limits the ranges of the heating asznd rotation rates. :.r v’ 28
not too far from typical atmospheric vslues, the model produces a statilit)
boundary separating Hadley from Rossby flow. The boundzry is characterized by
a particular value of vertical wind shear, which suggests that baroclinf.
instability is the primary mechanism for the loss of stadbility. The initial
growth rates are largest for longitudiral wives 4~7, also in agreement with

studies of baroclinic instability.
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1.3 On Cloud Street Development in Three Dimensions: DParallel and Rayleigh

Instabilities

Expected orientation angles and horizontal wavelengths of boundary layer
rolls or cloud streets are deterzined from an analysis of a truncated spectral
model of three-dimensional shallow moist Boussinesq convection in a shearing
environment. The nonlinear secondary circulations are organized into two-
dimensional forms by the height-dependent wind field, and ‘:hese rolls may
develop from the combined effects of thermal stratification and meaa wind
shear. The associated thermal and pa~allel instability mechanisms are shown {

to be special cases of a single one. Only on¢ mode is found when the ;

el ool

stratification is unstable or neutral, but a second one is possible when the

stratification is weakly stable. The first corresponds to relatively broadly

-

e

spaced rolls having orientations for which the Fourier component of the roll-

-~

perpendicular shear is nearly zero, but the second corresponds to relatively
narrowly spaced rolls having orientsations for which the Pourier coefficients
of both the perpendicular and the parallel components of the shear are nearly

equal. 4
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1.6 Cloud Streets During KonTur: A Comparison cf Pa~allel/Thermal

Instability Modes with Observations

Estimates of cloud streset geometry produced by a model of the parallel/
thermal instability modes of shallow convection (Shirer, 1985) are compared
with observations obtained during the 1981 KonTur experimsu:t (Brummer and
Grant, 1985). Good agreement be :‘asen the modeled and observed orientation
angles, wavelengths and Reynolds numbers are found when the streets are
assumed to derive their energy from the average shear and the lowest order
sine terms of a Fourier expansion of the mean wind profile (or equivalently
from the lowest order cosine terms of the mean shear profile). The modes
associated with the cosine terms of the wind profile (or the sine terns of the
vind shear profile) do not agree well with the observations. These ~esults
suggest that the boundsary layer rolls observed during KonTur might have
developed owing to s combined parallel/thermal instability originating

primarily from the cosine terms of the smbient roll-parallel win: shear.
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1.7 On the Nonlinear Characteristics of the Axisymmetric Flow Regime:

Cylindrical and Hemispheric Systems

The physical rclationghip between steady axiasymmetric flows that might be
obvserved in the atmosphere and in laboratory vessels is investigated
theoretically, This is accomplished by comparing both the nonlinear structure
and the thermal forcing mechanisms in two truncated spectral models of flow in
the atmosphere and the rotating laboratory cylinder respectively. Under
statically stable conditions, the response of tue internally-forced spherical
model (which is developed here from a set of new orthcnormal basis fur:tions)
exhibits steady behavior different from that in the erternally forced
cylindrical model. Two regions of multiple steady solutions occur in the
cylinirical model, under stable conditions, that are not found in the
spherical one. T:.:c possible physical relevance of these multiple golutions is
investigated by deterwining their location in parameter space with tespert to
the classical Hadley~Ro.:by transicicn curve. The results suggest that the
wave flow regime, in an annulus, might develop catastrophically when an upper
symmetric flow ceases to exigt. Further exam‘-at{on of each model reveals
that steady behavior is linked to the hydrostatic ass_ mption and so to the
aspect ratio and basis functions of each system, The results suggest that the
manner by which regime transitions occur in externally forced vessels mighi
differ from thoJe for the internclly (and externally) forced atmosphere.
Significantliy, internally forced laboratory vessels a.« found to have the

greatest utility for studies ¢f large-scale axisymmetric flow regimes ia the

atmosphere.
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1.8 0Ou Cloud Street Development from the Inflection Point Instability

The inflection point instability as a formation mechanism for cloud
sireets in a neutral atmosphere i{s studiea with a low—order spectral model.
Since one vertical wavenumber i{s not sufficient to captute the inflection
point instability (Shirer, 1985 and Chapter 6), we develop two versions of
the model: one with two vertical wavenuabers, and the other with three
vertical wavenumbers. The _.near stability analysis for both model versions
yields a singie polynomial in the squared critical Reynolds number (Recz) that
depends on the Fourier coefficients of the wind profile. Solving for the
minimum acceptable value of Rec? (Rec2Y0) ylelds the preferred values of the
orientation zngle (8) and the aspect ratio (A), and hence gives the preferred
geometry of the sgtteets,

To test the model results, we use sevetal idealized wind profiles as well
as several observed wind profiles; their Pourier coefficients determine the
minimum value of Re.. 7Tn previous studies, the Ekman profile has been used
primarily to examine the inflection point instability, and orientation aagles
0 and aspect ratios A have been calculated (Lllly,.uf66; Asai and Nakasuji,
1973). 1In the preseat model, the preferred values of ¢ and A associated with
the Ekman profile agree well with these previous results.

The observed wind profiles are taken from the 1981 KonTur experiment
(Brummer and Grant, 1985). KonTur was a West Cerman convection experiment 1in
which high resolution wind data was collected by aircraft flying through the
boundery layer. We find that the preferred values of ¢ and A given by the
KonTur data on days containing cloud streets agree with the observed values.
Indeed, the two wavenuamber version of the model does very well in determining
the preferred orientation angles and aspect ratios, although greater

confidence is maintained with the “hree wavenumber version.
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One form of low vertical resolution data that is rcutinely available is
radiosonde data for which the wind observations are given every 1000 ft. This
data is, in general, too coarse to produce reliable preferred values of 6 and
A during cloud street outbreaks. However, it may be pogsible to use a cubic
spline to enhance the data and adjust the preferred values of @ and A. In
this way the boundary layer wind profile can be improved by using the spline
profile that yields the otserved values of 6 and A on days containing cloud

streets. This hypothesis is currently under investigation and the {nitial

regsults are indefinite.
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1.9 Wa’enuaber and Amplitude Vacillation Arising from Time-Dependent Fiows

The finite—amplitude stability of planetary scale waves is being studied
to show that synoptic scale amplitude and wavenumber vacillation can develop
from the instability of the planetary waves. A two-layer quasi-geostrophic
midlatitude g~plane model is used. Both forced and free planetary scale
basic state waves arc heing considered.

An asyaptotic series expansiou 18 uséd to study the weakly nonlinear
finite amplitude evolution of synoptic scale perturbations. When the
planetary wave is forced, the synoptic aczlz perturbations experience a slow
amplitude vacillation cycle. On the other hand, when the planetary wave 1is
free, the weakly nonlinear theory breaks down due to an explosive finite
amplitude instability of the perturbation.

The weakly nonlinear theory is then used to specify a truncation for a
coupletely nonlinear spectral model. Both the lower and higher order modes of
the weakly nonlinear solutions are retained in the spectral model. This is
because the higher order modes are found to play a crucial role in the
evolution of the lower order modes.

The spectral model results for the forced planetary wave case are similar
to those of the weakly nonlinear theory. When the planetary wave is free, the
results are quite different. The synoptic scale modes underwent a slow,
regular wavenumber vacillation cycle “hat was possible only due to the
explosive instability of the basic wave.

Presently, we are studying these two vacillation cycles in detail and we

are trying the understand why the forced and free basic wave cases are so

different.
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1.10 Modeling the Index Cycle Variations

Initially we expected that a forecast modal of the index cycle could be
built from the empirical orthogonal functions (EOF) of the 500 mb height
field, but this has not proved to be the case for two reasor- First the
EC¥'s could readily describe the blocking situations, but no obvious choice of
ECF's seemed to be adequate in describing the high index (zonal) flows. The
second obstacle was centered about the problem of errors introduced into the
interaction coefficients that were derived from the EOF fields. The domain
area of the study was the NMC octagon, and the only feasible way to obtain the
horizontal derivacives of the EOF's (which are necessary for the calculation
of the interaction coefficients) was to use finite differencing. This in turn
introduced errors into the interaction coefficients. No explosive
instabilities occur with these errors, as the errors cancel each other in the
mean kinetic energy and vorticity equations, but errors in phase speeds did
occur., It did not seem fruitful to pursue this approach, as tests made with a
very low order model confirmed the decay in predictability solely due to
.rrors in the interaction coefficients.

Instead, we turned our efforts to studying the barotropic vortlicity
equation. This model is based on the divergent form of the quasi-geostrophic
model, as used by Charney and DeVore (1979). However, the model has been
re c1st in spherical harmonics for use over the Northern Hemisphere. This will
allov comparisons between observations and forecasts. A higher number of
degrees of freedom have been incorporated--there are 15 modes available
(wavenumbers 1-5 in both the meridional and zonal directions), along with
direct forcing of esch mode and all possible terrain modes for this
truncation. The model was tested for accuracy in conserving energy and

vorticity, and found to be ready for use with analyzed data.
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The very low order barotropic results were in agreement with those of
Charney and DeVore (1979) and also Hart (1979). There were regions of
multiple solutions, but the steady solutions that were analogous to high and
low index patterns were stable to perturbations. Stable periodic solutions are
probably present, but were not found (similar to Hart's results). It has been
proposed by both Charney and Hart that baroclinic instability is necessary to
nrovide the instabilty that moves the atmospheric state between index
patterns. Accordingly, some work was done to seek an apptopriate low order °
model that includes baroclinic instability. There seems to be such a suitable ;
model developed by Lorenz (1984), although it is still being refined. It is
two-level and incorporates parameterized diabatic effects.

The next step will be to run the barotropic model for extended periods,
and to look at the behavior of the index. Oscillatfons will probably not be
present, as these gtates may be stable. The same modeling approach as that

used with the Lorenz two-level model should yield oscillations.
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The Effect of Topography on the Evolution
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l. Int roduction

A great deal of attention hat been devoted, in recent years, to the
conditions under which mathematical fluid dynamical models exhibit a
transition from deterministic to stochastic behaviour in response to a
changing external parameter, Models of phenomena as diverse as the
development of turbulence, Ruelle and Takens (1971), two-dimensional
incompressible flow, Franceschini and Tetaldi (1979), and the evolution of
marginally unstable planetary waves, Pedlosky and Frenzen (1980), demonstrate
the evolution of the flows via a series of period doubiings to a chaotic or
aperiodic state. I1f the time evolution of the solution is regarded as the
trajectory of a point in an n-dimensional phase space whose coordinates
represent the amplitudes of a set of orthogonal functions used to represent
the solution, then the trajectories become erratic in the vicinity of a
region called a strange attractor,

Feigentaua (1978), using a first-order difference equation, found that
there is a universal relationship between the values of the external parameter
at which each period doubling occurs that seemed to be independent of the
detsiled nature of the equation. Collet and Eckman (1980) show how the
long-tera evolution of a multi-dimensional systes under certain conditions can
be governed by Feigenbaum's relation.

A long-held belief among atmospheric dynamicists is that an important
process giving rise to the finite-zmplitude propagating and stationary
plascetary scale waves at mid and high lacitudes is baroclinic instability of
the sonally-averaged westerlies. Indeed, steady axisymmetric or Hadley
solutions to the Navier-Stokas equations whose existence with weak externsl

heating has bdeen proven by Dutton snd Kloeden (1983) are believed to break
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down with increased heating mainly by the procecs of baroclinic instability
into the meandering assymetric flow patterns characteristic of aid and high
latitudes, Pedlosky (1970, 1972) has shown analytically how incipient
marginally unstable disturbances to a vertically sheared flow can evolve to
either steady or oscillating waves depending upon the intensity of
dissipation. An additional instability mechanism giving rise to
finite-amplitudec waves is form-drag instability associated with wavelike
topographic features it the base of a barotropic or baroclinic atmosphere,

Charney and Devore (1979) and Charney and Straus (1980). The instability s

L i

arises when the model atmosphere is close to a state of resonance such that
the frequency of a free mode coincides with the frequency associated with the
topographic forcing (usually zero). The resonant growth of infinitesimal
vavelike disturbances has previously been suggested as tia mechanism for the

establishment of blocking patterns, Lindzen and Tung (1979a, b). A unique

RR= 1 v T

feature of the form-drag instability is that non-linear wave-mean flow
interactions are able to lock the system in a quasi-resonant state long after

the initial linear growth pericd thus facilitating the eventual equilibration

&-

of the wave at amplitudes substantially sbove these predicted from a purely
linear theory, Plumb (1979, 1981). Charney and Straus (1980) suggest that low

index equilibrium states in a truncated spectral model arise from the

S TCIVPC AR S o
. [—

nonlinear resonant growth of an initially linearly unstable mode in a
baroclinic model with topography. The energy source of the growing wave is
the available potential energy of the mcan sheared flow just as for a
baroclinically unstable disturbance.

It appears that topography has Zue potential for strongly modifying the

long-term behavior of an incipient unstable wave by allowing the atmosphere to
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rema‘n locked in a quasi-resonant configuration, The purpose of this study is L
to assess that potential with a truncated, two-layer quasi-geostrophic mode: .
Under the impetus provided by the pioneering effort of Lorenz (1960) on
the desigy of spectral models, a lsrge number of studies have followed
providing valusble insight into the non-linear dyuamfcs of forced, dissipative
planétary-scele moticans. Some of the more recent studies are those sf Vickroy
and Dutton (19739), Charney and Devore (1979), Charney and Strauss (1980), -
Mitchell and Duttoan (1981), and Boviliec {1981). These wodels reveal a rich
variety of behavior arising from the non-linearities such as multiple
stationary solutions, bifurcations from stationary to periodic solutions,
amplitude vacillations, and hysteresis.

We shall initially account for nonlinear wave-mean flow interactions by

[

neglecting wave-wave interactions and by representing only the gravest mode in

the north-south direction and a single wave in the east-west direction. No

C e

restrictions on the wave amplitude will be imposed. This is to be contrasted
to the spproach of Pedlosky (1970, 1972, 1980) and Plumb (1979, 1980) who
assused a priori the noolinearities are weak and thus wave-wave interactions
are negligible at least for the leading order solution., We suall be

particulirly interested in vhether period-doublings can occir in response to

changing exterusl forcing and vhether they are predicted by the Feigenbaua

formula. v
In section 2, the model is develioped and in section 3 the long-tera

evolution of s batoclinically unstable disturbance wvithout topography is

considered. The effects of topography are considered in section 4.
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2. Theory ’

The domain of interest will be a mid-latitude B-plane channel of width
/8 where L {3 the north-south wavenuamber of the gravest mode. The wive
amplitude will be constrained to attain a single maximum at the middle of the
channel and to fall off to zero at the sides, Vertical structures of the
quasi-geostrophic stream function ¢ and the vertical velocity w will be
represented in the two-lagyer model of Fig. 1. The thickness of each layer is
500 ab. The variables ¢ and w are accounted for at the levels shown. The
upper boundary conditioa where the pressure is zero is w = 0 for the vertical >

¥
motion associated -rith the wave. Tha boundary condition at 1000 mb {ir

. \
w = -gp V Vh (1) T

vhere we have assumed that the 1000 ab surface deviates in height so little

+ >
from the terrain that w, = wg = Vg <Vhg, vhere hy is the terrain height,

The quasi-geostrophic equations are, see Holton (1972),
]

 FR A g 8 _ o2
TAASAARANUA REREN ~EF A (2)

5 AP ANl NIl 9 .

TIT) TR 3 3
ﬁ(;‘%)*","(;%)*%:“"pf—ﬁ’?'d(%) )

L J a L J
vhere ¢ is the gecstrophic streas function, i.s. Vg - k x Vy, f the Coriolis

paramnter (f = f4 + 8y), J is the radiative hesting rate per unit mass (in

|
|

Joules k(‘ll‘l). ~» the specific heat of air at constaat pressure, and ¢ a

constant stability paramater. Turbulent viscous dissipation of kinetic energy
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has been accounted for with a Rayleigh friction term in vorticity equation
(2). The dissipative time constant, d~l, was chosea to be 5 days. The flow
will be forced by oxternal radiative heating that is linearly dependent upon
the deviation of the zonally-averaged temperature from a specified radiative
equiilbrum field,

A thermal dissipation term has also been included in (3). It will be
assumed to act oanly on the wave-like part of the temperature pattern and 1it's
form is the same as that of Rayleigh friction term.

The subscripts 1 and 3 will denote the levels shown in Fig. 1 at which

the stream functic will be represented, The spectral expansiocns are
V1,3 " " Up,38,(9) + A 48 (x, ¥) + B} 48y(x, ¥) (4) -
w =g (y) +ug (x, y)+uwg,(x,y) (5)
vhere
8,(y) =y
gl(x, y) = cos(ty) sin(kx) (6)

gz(x' ’) - CO.(") cos(kx)

This choice of functious differs from that of Charney and Straus (1980)

ti:
and in some ways is simpler. They represent the zonally-averaged portion of jh
the stream function as a cos(ty). The choice of a linear field in y was made ?'
to facilitate a more representative thermal forcing field with cooling in the gl

gorthern portion of the channel and warming to the south, A sinusoidal
heating field is unrealistic and since radiative forcing plays a crucial role
in the model it makes sense to model it accurately. The above expansion also

satisfies the necessary lateral boundary conditions for the channel, namely:

‘
I
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The geostrophic flow vanishes at y = ¢ ¥/2¢ and %’f fc(;v -;)d!. = 0 for all z
where ¢ is a closed horizouta! curve including the walls at y = ¢ x/2¢ and
portions one to east-west wave apart connecting the walls. ; is normai to c.
The wave is constrained ¢o have 1*s ridge and trough lines oriented
north-south and thus barotropic wave-mean flow interactions are precluded.
For simplicity, the undulation of the lower boundary will be expressed as

g1(x, y), 1.e., the height hy 1is
b, =h,g, (x, /(- 8) 7
Thus at 1000 mb

ke 2
T2 Byh,8,(y) + kh,U, g, (x, y) (8

Use has been made of the orthogonality of g,, g], and g2 over the region R
defined by 0 < x { Zx/k, - x/28 { y < +%/28. Also note that

(9)
2 w‘ 2 2 12
[138, (v)dxdy g B [Ig 18,°(x, 9), 8,"(x, 9} dxdy = 3=
If the vorticity equation (3) is averaged over the interval 0 < x { 2/k, we
find that 3wy/3p = 0 st levels 1 and 3. Thus the zonal nean vertical motion
field must be equal to 3kt2B3hay/s2 at sll levels and from continuity the mean
ageostrophic msridional flow, -v'.‘, vill be independent of y. The asan flows
Uj snd Uj can thus change in response to the Coriolis torque acting on Veg.
There are no Reynolds stresses to accelerate the mean flow,

The spectral equations are derived by substituting Eqs. (1) and (2) into
(3) and (4) making use of (6), (7), snd (8).

4 ’ ST T ‘”‘"_'"j::f‘i*"']ll"lﬂﬁ"
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It is convenient to separate the stream function and mean wind fields
into vertically - averaged barotropic and sheared or baroclinic components.
Let

(Ul‘l.'l3) = (U + AU, U - AU),
(Al A3) = (A +AA, A -A), (10)
and

(B 33) = (B + 4B, B - AB),

The vorticity Eq. (2) can then be rewritten

24 = -kc2(UB + AUAB) + kBB + dx2A, (11)
«23A = < 2(UAB + BAU) + kBAB + £, /P + dx2aa, (12)
«28 = kcZ(UA + AUAA) - KBA + £ kh, (U - AU)/2P + 28, (13)

2

~«2a8 = kc2(UAA + AAU) - KBAA + £ wy/P - £ kh, (U - AU)/2P + dx?

AB, (14)
The thermodynamic Eq. (3) becomes

. _ 2 - 2 _ 2 _ 2, _
AU = 3kt “(BAA - AAB)/x 3kt “oP(B “)"A’(zfo') mol(zfocp). (15)

AA = k(UAB - BAU) + R, /2f - dBA, (16)
and

AB = k(AAU - UAA) + oRuy/2f - dAB, (17)

. el M. Yy

—
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R is the gas constant for air, x2 = k2 + 22, J = J,y and tire derivciives ire
denoted with 8 dot. Reference to the vertical motion field can be suyprassed

by eliminating wp and wp between (12), (14), (16). and (17). These fru:

equations can then be replaced by

2 #2284 = k(x? +25)U8B - k(x? - 22)BaU + d(x? + 22384 (18)

and

2 #2588 = k? +2D)mA + k(2 - 22)my - £ kh (U - AU)/2P  (19)
+ dc? #2128

where

2 1/2

3 (20)

is 2x/Lp. Lg is the Rossby radius of deformation (about 4350 k=).
1t is convenient to non-dimensionalize the equations by rescaling
dependent and independent variables. Table I shows the varisbles snd

corresponding scales, where 9, and U, are arbitrary amplitudes.

TABLE 1 SCALING OF VARIABLES .
VARIABLE SCALE
A, AA, B, AB Yo
u, &y Uo
t 1/(kUy)
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They are

(21)
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The zonally-symmetric heating tere in (15) will be expressed as

RJg/2fo = r(AU =~ AUg), where AU, is an equilibrium mean wind shear which
through the thermal wind equation can be related to a meridional temperature
gradient AT,.

With these definitions the following set of spectral equations results:

A= (U-U)B+AUAB - d A (22)
B =~ (U-U)A-AWA - b (U=~ AD) - d B (23)
AG = -  (AB - BAA) - B,(B - 4B) - r(AU - AU,) (24)
AA = (U - u:)an + RBAU - d 8A (253
aB = - (U - UD)AA - RASD + b(U - 80 - 4 88 (26)
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3. Topography - free model ’

When h, 1s zero, the coefficients by, b;, and Hy in (22) to (26) are
zero. Although it is not immediately obvious, the resulting equations
. actually only have 4 degrees of freedom instead of 5. In the Appendix, Eqs.
(22) to (26) are written explicitly in terms of the amplitude and phase of the
barotropic and baroclinic waves. It is then shown how one phase {s arbitrary
and the remaining 4 coefficients are independent of it as first shown by Baer

(1970). This reduction in degrees of freedom is not possible with topography

10N

and we have our first indication of the fundamentally different nature of the
topographic and non-topographic models.

One solution to the time-independent equations without topography is
A =B =AA=AB =0 and AU = AUy, There is no wave present and the mean wind i

shear assumes the equilibrium value. The vertically averaged mean wind U is

: y

arbitrary., This will be called the Hadley solution. It is appropriate to

examine its stability to infinitesimal perturbations whose time dependence is

of the foru e¥t, The problem reduces to the form

M~-wl) S=0

. where

- do U- Uc 0 AUe AB

- (U - Uc) -d, - Ay, 0 - AA
M= 0 RAU d .
e o U-U, 3
- RAU 0 (v U‘) d

. c ~ % - RA

- ﬂldl HlAA Hll - BlA -r
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S 1s the column matrix (A', B', AA', AB', AU'), where the primes denote
perturbations from the Hadley solution., For the present case A, B, AA, and AB
are zéro in (27). There are five eigenfrequencies of'ﬁ, one of which is - r
by inspection. The other four occur as conjugate pairs with negative real
parts for k2 > 12, 1.,e,, for a disturbance vavelangth shorter than the Rossby
radius of deformation, For larger wavelengths, the Hadley solution can become
baroclinically unstable as evidenced by the fact that one pair of eigeavalue
crosses the imaginary axis with non-zero speed from negative to positive
Re(w). A Hopf bifurcation has cccurred, Marsden and McCracken (1976), as the
steady Hadley solution loses its stability co a new pericdic Rossdy solution.
Por even longer wavelengths, the Hadley solution can regain its stability as
the same conjugate pair recrosses the imaginary axis. The waverumber at which
these transitions occur depends upon the equilibrius wind shear AU, but is
independent of the mean wind U, The transition between the Hadley and the
Rossby solution is shown in Fig. 2 as well as the e-folding time in days
associated with the instability of the Hadley solutions. The transition or
Hopf bifurcation curve is associated with an infinite e-folding time.

So far we have mostly reworked the two-layer bsroclinic instability model
of Phillips (1954). We shall now examine the ..ature of the Rossby solution
that evolves as a result of the instability and also determine its stability
to infinitesimal disturbances.

Assume the periodic solution consists of a constant amplitude propagsting

wvave. The frequency is w, and AU is held constant. Let

[V

T X X .-

w o o




‘.

P sy

PIG, 2

33
T v T T
\ ;
1
p— -
13
2
o -
d -

WAVENUMBER

Stability analysis without topography.
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Curves are labeled in
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AA - AB .
\A;/ \ aA ,

thea (22) to (26) become a set of coupled algebraic equations. They are
solved by first expressing A and B in terms of AA, AB, and AU using (22) and

(23). Define

o .2 ) 2
D:do + (U UC+M)

e, == (U~U_ +uw)/D (29) i
[ }
I
and 1
i
c, * dOID .

Then
A= cleA +c A, _ "W .
(30) |

B= - czAUAA + cIAUAl . l

If (30) is substituted into (25) end (26), wa find

* 2
- do - t:zllm2 /] uc o+ clIAU AA
=0 (31)
o 2
-0 +u) -0y =g - c MU as |
; %
\
\/
73’5..,‘ Ww - . .
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Becsuze Of the special fora of the coefficient matrix, non-trivial solution

inor AA and AB can ex%at only if all the elements are zero. If the definitiona

of R, ¢}, and c) are used, then

w4 U =050 (2 +22)/t +2Y (32)

and

2

au? = ¢ 2 +alyal - K

) . (33)

Thus both the mean shear and tha Doppler-shifted frequency of the periodic
solution are determined. The wave amplitude is found from the thermodynamic

equation (24). Note from (30) that the amplitudes of the baroclinic

coaponent, (AA2 + AB¢)1/2, and barotropic component, (AZ + B2)1/2, are related

by

Az + nz - Auz (AAZ + ABZ)/D (34)

The baroclinic wave amplitude squared is, using (24),

2 2 (AU. - AU)

AA” +AB " = --—c-z-ﬁ-l'&-u—- (35)

Two conditions emerge for the existence of the periodic Rossby solution:

1. A/x > 1 such that AU is real in (33)
11. 0 < AU < aUq such that AAZ + ABZ s resl in (35)
assuaing AUg is positive, i.e., cold air to the

north in the radiative equilibrium state.

Condition { restricts the east-west wavelength to be greater than the Rossby

radius of deformation; however it {s not sufficient tc insure that the
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periodic solution exists. For wavelengths a little longer than the radius of
deforration A0 iz very large, .ondition i1 is violated, and the theramodynamic
equation is not satiefied. The wave cannot traosport heat northward fast
enough to counter rsdistive heating at low latitudes and cooling at high
latitudes. Thus there is both a dynamical :onstraint, condition i, and a
thermodynamical constraint, condition 1i, that must be satis{ied for a steady
propagating Rossby wave to exist. Thesae points are illustrated in ?ig. 3
where AAZ + B2 1s shown as a function of horizontal wavenuaber by the solid
lice. The rauge of wavenumbers over which the Rossdby solutior exists

coincides exactly with the range over which the Hadley solution is unstable.

The wind shear, shown by the dashed line, is less than AUq for these

wavelengths.

Fig. 4 shows the amplitude of the propagating nonlinear Rossby wave in
the unstable region. For a given equilibrium shear AUg, the most unstable
wavenumber in Fig. 2 does not achieve the maximum amplitude in Pig. 4. The
longe- wavelengths, typically, achieve larger amplitudes in spite of the fact
that their fnitial growth rates are not as large as the shorter wore unstable

wvavelengths. This results from the fact that the longer wavelengths do not

reduce the vind shear, AU, as auch below AU, as the shorter more unstadle
vaves, see PFig., 3, They thus have more availadle potential energy to tap and
eventually achieve a larger amplitude. Pigs. 5 and 6 show the tiss-evolution
of wavenuaber 4 kinetic energy and associated mean shear, AU, for en initislly
small disturbsnce to the unstable Hadley solution when AUy = 20 ms~!, In this
and all subsequent numerical integratiuns the algoritha of Lovens (1963) was

used. Large and slowly damped oscillations in the energy and shear occur as

they approach the proragating %ossby wave solution. The ocscillations ars 180°
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out of phase with each othe as wave and mean flow interact via the wave heat
transport and associated mean meridisanal vertical motion field,

Our analysis of the topography - free model will be completed by
examining thz stability of the periodic Rossby solution to iafinitesimal
pa~iurbations. This step 1is complicated by the fact that the coefficients of
the resulting perturbation equations are time dependent., Let the subscript R
be used tc denote a variable associated with the Rossby solution., According
to (28), we caa i.*

Ap = Ag sin {wt; + A cos (wt) \\\

A

BR - - AS cos (wt) + AC sin (wt)

(36)
AAR = AAS sin (wt) + AAC cos (wt)

ABR - AAs cos (wt) + AA

c sin (wt)

Let Eg be a column matrix representing the infinitesimal disturbance to

the Rossby wave. Then

.
~ ~

Sp = M 5S¢ (37)

where M is given by (27) but with A, B, AA, and AB replaced by the right sides
of Eqs. (36).

Consider the change in S over a period, T = 2x/w, associated with the
propagating Rossby wave. Floquet theory, Iooss and Joseph (1980), deals with
the linear stability of time periodic states and the object is to find the

complex Floquet multipliers My, { = 1, ..., n, For the preseant problem,
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n=5., 1If the modulus of each Mj is less than unity, the basic state is
stable. If at least one is greater than unity, it is uratable., Marsden and
McCracken (1976) presented a simple numerical technique to find My. Integrate
the equacion'i =- i, X, where A is n x n, numerically from an initial state
given by the unity matrix over exactly one period.

The eigenvalues of the resulting monodromy matrix A are the multipliers.
Marsden and McCracken (1976) show that one msltiplier will always be + 1 and
thus the stability is found from the moduli of the remaining four, This
technique is particularly attractive since it can be applied to periodic
solutions which are determined analytically or numerically. WUhen topography
is included in the model, we shall find that simple analytical periodic
solutions are oo longer available.

The periodic Rossby wave solution was stable under all conditions. 1In
fact, the Floquet multipliers are all independent of U the mean zonal wind
speed. Rossby waves have been shown to be unstable under certain conditions
either due to a Rayleigh type of instability of the mean flow, Lorenz (1972),
or to resonant interactions between the disturbance and thclnoslby wvave in the
weak interaction liamit, Gill (1974) and Clark (1978). Both of these

mechanisas are precluded from this study.
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§, Effect of Topegraphy

Ia thie section we shall invegtigate how topography affects the steady
solutions, their stability, and the long-term evolution of initially
baroclinically unstable disturbances.

A 8olid lower boundary can exert two kinds of drag on the atmosphere. !
One is a frictional drag due to tangential stress at the boundary. The second
is a form drag or normal stress due to pressure differences across undulations
in the lower boundary. In this model the former stress does not occur since %
internal viscosity is not allowed for while the latter can occur with i?

topography. Consider the form drag exerted on the fluid in the x-direction

A S

averaged over a wavelength: fps(ahs/ax)dx, where pg is the surface pressure, %
When this is integrated by parts it becomes proportional to ]h,vgdx. If Eqs.
(4), (7), and (10) are used, the integral can be evaluazed and it is clear

that we can interpret the term H3(B - AB) in Eq. (24) as the tendency of the
foru drag to change the mean shear. As we shall see, the topography permits
nev time independent equilibria aside from Hadley solution of the previous

section, We can now have golutiouns consisting of stationary finite-amplitude

vaves and associated mean zonal flows. A new form of instability of these

Sl ONERIRRIRNNIY . ARt M e & 20 ..
LhL ~,«..‘:', e « - -

equilibria called form-drag instability by Charney and Straus (1980),

i Seats Ay

hereafter referred to as CS, can occur, The instability results if an

increase (decrease) of mean shear, AU, from an equilibrium is associated with
s decrease (increase) in the form-drag leading to an amplifying disturbance.

CS were also able to demonstrate that form-drag instability is closely
related to s resonant state being approximated where the mean flow

configuration is such that a Rossby wave disturbance to a Hadley circulation
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is close to being stationary. Growth of the wave ensues as long as 1ics
wavelength is the same as that of the topography.

An appropriate question here is whether these two views of form-drag or
topographic instability are mutually exclusive or is a comprehensive
understanding of the phenomenon to be gained only by considering both
mechanisms, CS do not clarify this point.

Pig. 7 shows the solution to Eqs. (22) to (26) obtained by setting all
time derivatives equal to zero. A single equation in AU is formed which 1is
solved numerically. U and AU, are set equal to 20 ms~l. For certain values
for the horizontal wavelength of the topogtaphy and the associated stationary
wave, multiple soiuticus are possible, The Hadley solution shown by the
horizontal line has AU = 20 ms~! and, of course, is independent of wavelength.
It is stable for wavelengths smaller than the Rossby radius of deformation
(Ag) and becomes baroclinically unstable for wavelengths larger than about
5500 km. A Hopf bifurcation, Marsden and McCracken (1976), occurs at the
critical wavelength as a pair of eigenvalues of the stability matrix crosses
the imaginary axis. An analytical fora for the periodic solution could not
be found and thus all inferences about its behavior were obtained from
nuserical solutions.

At ultra~long wavelengths corresponding to zonal wavenumbers 1 to 3 and
short wavelengths for wavenumber 7 or greater, a pair of staticnary Rossby
solutions appears. The high index solution (with relatively small wave
amplitude) is unstable (except at very small wavelengths where it exchanges
{astability with the Hadley solution) and the low index solution is stable.
The instability of the high index mode i{s evidenced by a single eigenvalue of

the stability matrix having a positive real part. The amplifying disturbance
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is thus stationary and the growth is related to the form-drag associated with
the topography,

The dashed lines in Pig. 7 indicate the shear, AU, for which a resonant
response to topographic forcing would occur, 1In the absence of dissipation
and 1f AUe = AU, the time-independent solution to Eqs. (22) to (26) is

8 = AB = 0 (the topography varies as sin(kx)) and A, AA, und A" are determined

froa

U - Uc AUe A bo
* *®

RAU Uu-1u AA b
e c o

An unbounded response to the topography occurs when AU attains that value for

which the determinant is zero:
AU, =AU =% [(U-U) (U=-U)/R]"® = auy (39)

A finite-amplitude stationary wave is excited by the topography for AUe # AUg
provided the mean flow in the lower layer, U - AU, is nonzero. The dashed
lines in Pig. 7 show the resonant shear and both the high and low index modes
are associated with shears that are close to resonance,

The time-independent solutions to the model depend strongly on the
radiative forcing. Pig. 8 shows the Hadley, low index, and high index modes
as functions of AUq when U = 20 ms~!, A Hadley solution strictly exists only
vhen the wave amplitudes are zero. This can occur when AU = Aliy » U = 20 me~!
siace the zonal flow in the lower laver will be zero. The label Hadley will
still apply to those solutions for which AU ~ AUq even though s weak wave 1is

excited by the topography. The model can catastrophically transfora from a

B
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Hadley configuation to a low index or blocking configuration for small changes
in AU. for both the short and long wavelengths. Furthermore the blocking
pattern can be highly stable to further chenges in AUy irrespective of their
direction.

Pig. 9 illustrates the nature of the instability of the high index flow
at wavenumber 3. The tendency of AU is plotted against AU by solving Eq. (24)
assuming A, é, AA, and Aﬁ are zero in (22), (23), (25), and (26) respectively,
Baroclinic instability of the Hadley solutlon is thus suppressed. The low
index solution is meta-stable. Only very large positive departures of AU
beyond the value for the high index equilibrium can amplify with time. The
high index equilibrium is clearly unstable with positive (negative) departures
in shcar tending to approach the Hadley (low index) equilibrium. The
varifation of the form-drag, -Hp(B - AB), with AU is illustrated by the dashed
line. Maximum westward drags are achieved at shears close to resonant values
of Eq. (3%) shown by the heavy arrows. The resonant shesr must lie to the
right of the low index equilibrium to render it unstable since positive
(negative) departures of AU decrease (increase) the eastward drag. The high
index mode is stable by similar reasoning.

The proximity of a resonant configuratica to an equilibrium is thus

necessary but not sufficient for it becoming unstable, Note however that the
coincidence of an equilibrium with resonance would not render it unstable.
The growth of a quasi-resonant disturbance to s finite-amplitude wave
equilibrium is only guaranteed if the resonant shear is to the right of the
critical snear in Fig. 9.

This relstionship is further illustrated in Pig. 10 where the wave

asplitude is shown as a function of the equilidrium shear, AUy, for wavenumber
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WAVE AMPLITUDE —»

rIG. 10

‘1‘1.."‘1.’

Dlssipative (solid line) and dissipation free (dashed) steady
solutions, AUy is resonant shear for dissipstion free case. Zonal
vavenumber is 3.
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3. Without dissipation an unbounded amplitude appears as the resonant shear
AUg given by Eq. (39) is approached. With dissipation, as shown by the solid
lines, three equilibria are possidble for AUy > AUp. The low index and high
index shears AU (not shown) for wavenumber 3 are on either side of the
resonant shear. The presence of dissipation is this indispensable to multiple
equilibria in the steady state model.

The primary purpose of this section is to study the effects of topography
on the baroclinically unstable disturbances to the Hadley equilibrium in Fig.
7. The results of a stability analysis of the Hadley equilibrium are shown in
Fig. 11. The dashed lines are the shear, AU, of the Hadley solution which is
saaller than AUgq with topography (without topography they are equal), 1f this
figure is compared with Fig. 2, it is seen that the topography stabilizes the
Hadley solution for small AUg, whereas for large AUy the e-folding times are
roughly equal for wavenumbers 3 to 5 but are increased for wavenumbers | and
2. The ultra-long waves are stabilized with large radiative forcing because
the topography reduces the shear via the fora-drag and thus the store of
energy for the wave to feed uoon,

A serie? of oumerical integrations have been carried out to deteruine the
long-terw evolution of wavenumber 5 unstable dizturdances (the topography has
the same wavanumber). Runs with forcing, 4Ug, just above the onset of
inatability (a little less than 13 ms~l) evolve into singly-periodic
solutions. Ths period (about 5 days) can be anticipated from the imaginary
part of the pair of eigenvalues that cross the imaginary axis st the Hopf
bifurcation., Fig. 12 shows the wvave kinatic e¢nergy and shear from day 50 to
150 for AUy = U = 20 ms~l. They oscillate 180° out of phase with each other.

The solution consists of 1 esstward propsagating finite-amplitude wave whose
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smplitude modulates as it comes into and out of phase with the topography.
The period of the modulation is thua the same as the wave period. The
baroclinic conversion of zonal available potential energy also influences the
vave amplitude but both effects (baroclinicity and topography) are 1in phase.
Pig. 13 shows the baroclinic, topographic, and radiative generation of zonal
available eneryy as well as the shear (proportional to the zonal mean
temperature gradient) over z period. Both the baroclinic and topographic
energy sources lead the shear by about 90°.

When the forcing exceeds 23.53 as~l, a doubly periodic solution appears,
see Pig, 14, with the fundamental period of 5 days still present but with a
harmonic with pericd 10 days appearing. The modulated finite—amplitude wave
still propagates eastward with a period of about 5 days and thus the form drag
oscillates at the fundamental frequency. The batoclinic and topographic
ecergy -cnversions are still in phase, see Fig. 15, but the baroclinic
conversion has the fundamental as well as the first harmonic. An increase of
the forcing beyond 24.36 ms~! induces an additional subharwonic of the
fundanental with a 20-day period. A 40-day period appears beyond 24,54 ms~l
and the solution becomes aperiodic when AU, exceeds 24.6 we~l. These findings
are summarized ic Fig. 16,

A Floquet stability analysis of the singly or doubly periodic solution in
the vicinity of the points where the new harmonics first appear can help
determine the values of AU, at the points end also verify that indeed a
subharmonic bifurcation has occurred, i,e., that the singly periodic solution
has exchanged stability with a doubly periodic one. Let Ej be the Flouquet

exponent related to the sultiplier M; by the formula

H1 = g1 . (40)
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lIooss and Joseph (1980). If a solution of period 2T appears at the
bifurcation point then Ej = 2r1/2T and taus My = - 1, A subharmonic
bifurcation occurs at that value of AU, for which the modulus of this
multiplier is unity. This can be used as a means of finding the precise
location of a bifurcation point. Visual inspection of the solutions yields
only very rough estimates of the critical forcing AUgs. One of the multipliers
of the monodromy matrix will still be + 1., It is possible, but unlikely, that
two of the multipliers could simultaneously cross through - 1 at the
bifurcation point but this would almost certainly yield a new solution whose
period is not an integral multiple of the fundamental. This behavior 1is not
often observed in geophysical models.

An interesting side benefit of the Floquet analysis is that it permitted
the period of the fundamental or doubly periodic solution to be precisely
determined as the forcing changed. It is only when the numerical integration
to determine the monodromy matrix is carried over an exact period that one of
the My = + 1, Both periods increased slightly with increased forcing. For
instance the fundamentsl period increased from 4.96 days to 5.03 days from
AUg = 13 to 23.53 ms~l,

A sequence of subharmonic bifurcations leading to a chaotic or aperiodic
solution for a baroclinically unstable initial mean flow has been found. In
this model the presence of s sinugoidally varying solid lower boundary was
necessary to stimulate the multi-periodic solutions. Only constant amplitude
vaves evolve in the topography-free model. The topography is not always
necessary however, for multi-periodic solutions. Pedlosky and Fenzen (1980)
developed an asyaptotic two-layer nonlinear model for marginally

baroclinically unstable waves without topographic forcing. In response to

(+1'

L

i

v

P

——re



B e

60

varying dissipation, harmonics of the fundamental frequency can evolve just as

in this model.
The intriguing aspect of this study is that the values of the forcing,

AUg, at which the subharmonic bifurcations occur closely follow the hypothesis

of Feigenbaum (1978), namely, 1f AUs,n is the nth bifurcation value,

AUe o AUe n+l
T 2 2 + 4.6692 for n large. (41)

e,n+l - AUe,n+2

Pedlosky (1981) did not obtain such close agreement.

Feigenbaum considered one-dimensional smooth mappings of a closed
interval upon itself with a single maximum, 1t seeas unreasonable to expect
that the hypothesis should work for a multi-dimensional differential system
like ours and yet it does.

An appropriate question with a severely truncated model like this one is
how sensitive the results are to the degree of trunca:ion. Is the sequence of
period doublings in response to changing external forcing merely a feature
unique to low order models? All the runs with initially baroclinically
unstable disturbances were repeated, but with two additional modes in the
north-gouth direction in addition to the gravest mode, i.e., cos(ly),
cos(2Ly), and cos(3ty) wodes were included. One wavenuamber in the x-direction
wvas only represented., A similar sequence of bifurcations of the periodic
solutions were obtained leading to aperiodic behavior beyond a critical
forcing. PFeigenbaum's formula was reasonably satisfied again.

An interesting phenomenon occurs as AUy is increased well beyond the
value for the onset of speriodic flow, A region of doubly-periodic flow

appears in the chaotic region, see Pig., (16), Possibly a reversed bifurcation
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process has occurred, Lorenz (1980).

Pedlosky and Frenzen (1980).

A similar phenomenon was found by
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DISCUSSION

Topography has affected the steacdy solutions, their stability, ard the
long-tera evolution of baroclinically unstable waves in a fundamental way. It
has provided an additional degree of freedom to the model that has enabled
multi-periodic and aperiodic solutions exist, Calculations with smailer but
finite amplitudes for the topography reveal a similar sfquence of subharmonic
bifurcations with increasing radiative forcing. And yet, with no topography
cthis behavior is entirely absent. 1s the transition from the singly-periodic
non~topographic behavior to the multi-periodic, bifurcating behavior gradual
or sudden? Both the non-topographic aund topographic models exhibit singular
behavior at the value of forclng for which the Rossby and Hadley solutions
exist., Part of the problem with the topography-free model is that the
behavior of the Rossby solution near the singularity 1is not properly described
because of too few external parameters, Shirer and Wells (1982) outline a
technique to add terms to the polynomial in AU describing the steady state to
fully unfold the singularity by expressing it in the most general form. Their
procedure can identify what parameters should be added to the non-topographic
model and indeed determine whether topography properly unfolds the
singularity. Once that procedure has been completed, a proper evaluation of
the role of topography can be made., Suffice it to say now that the
topography-free model does not appear to be a generic one.

Another geophysical system has been found where temporal behavior evolves
vis a series of sub-harmonic bifurcations tc an aperiodic state, in this case,
under the influence of increasing zonally-symmetric heating. The preliminary

indications are that this behavicr 1is not altered by the degree of truncation
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of the present spectral model., Equally intriguing is the fact that the
prediction of Feigenbaum (1978) for the positions of the bifurcation points 1is-
appareatly verified for a baroclinic model of arbitrary dimension., The fact
that his formula i{s derived from a one-dimensional mapping of a closed
interval upon itself suggests that the long-term behavior of wmany geophysical
models tends to become one or two dimensional, Coliet and Eckmann (1989)
. suggest how the time evolution of multi-dimensional systems in the vicinity of
periodic solutions can he reduced in dimension by constructing a sequence of
Poincare maps onto hyperplanes of dimension n - 1 in n-dimensional spaces.

A frustrating aspect of this study was the apparent inacessiblity of
analytic sclutions for the propagating multi~periodic solucions with
topography in spite of the simplicity of the spectral equaticans. The
Lyapunov-Schmidt method, looss and Joseph (1980), could yield useful
information about the singly-periodic solution near the bifurcation point at
which the Hadley solution becomes baroclinically unstable ia Fig. 7, 1t will
give the initial terms in a regular perturbation expansion of the solution

about this point,
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APPENDIX

The purpose of this section is to show that the 5-coefficient system
vithout topography reduces to a &4-coefficient system. Introduce the saplitude
204 phase of the barotropic wave, |A| and ¢ respectively, and the same for the

baroclinic wave, |B| and a, such that

A= |A| cos ¢ B = |A] sin ¢
(A1)
AA = |B| cos a AB = |B| sfna .
Bq, (22) and (23) can be transformad to
|A| = aU |B] sin(a - ¢) - d_|A| - b (U - aU) stn ¢ (A2)
¢ =-(- u) - [aU|B|cos(a - ¢) - b (U - AU)cos ¢1/|A| (A3)
similarly (25) zad (26) becomes
|B| = RAU |A| sin(e - a) - dolll + b:(U - AU) sin a (A4)

a=-(U- u:) - [rAU|A|cos(a - ¢) - b:(u - AU)cos a)/|B] . (AS)

If the topographic termas are dropped and the phases

Od za-~¢
(A6)

0. Ta+y

are introduced (A2) to (A6) become

—
PP =

PR VR e

o — o —

ey

»



. Fewe

L TR S

65
|A] = AU |B] sin 8, = d 1Al (A7)
|B] = - RaU {A] sin 6y - d (B} . (A8)
ti--(zu«u-u")-au{"+aA cos © (A9)
] ¢ c A B 4

and
. * B iA ,
34'("c'uc)+A”{H'RH} cos 8, . (A10)

The set is completad with the thermodynaaic equation (24):
iy = - 8 |A|{B] sin 8, - r(aU - 8U,) (ALL)

vhere the form-drag has been omitted.

The equations have an appealing simplicity when expres. .d in this fora.
The important feature is that [A|, |B|, 84, and AU evolve independently of 8,
and thus (A9) can be ignored rendering a 4-coefficient sysiam. As soon as

topograpty is iotroduced, these 4 coefficients are no longer independent of
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1. Introduction

During thc past thirty years several laboratory experimeats on F
thermally-forced rotating liquids have been performed. They used a rotating r
annulus, Hide (1953, 1958) or rotating dishpan, Fultz (1953, 1959), with an
imposed radial temperature gradient. Even though the sphericity of the earth
could not be accounted for, many properties similar to those of the real
atmosphere were observed. These experiments produced a symmetric single-
celled meridional circulation pattern both for small and large radial
temperature gradients, known as the lower and upper syametric Hadley regimes,
regpectively. For intermediate temperature gradients, a wave-like asymmetric
circuilation appeared in both experiments, and, especially for the rotating :
annulus, a simple pattern with one or two waves was present. Furthermore, the

wavenumber decreased as the radial temperature gradient increased. However, in

the rotating dishpan, as distinct from the rotating annulus, a more

complicated changing wave structure resembling the atmospheric circulation was

observed.

e o m

Lorenz (1962) prcsented a detailed theoretical investigation of the :
rotating dishpan experiment. The liquid was thermally-forced with an )
externally imposed radial temperature gradient on the lower surface. He used
a two layer model with a modified form of the quasi-geostrophic approximation. f
A highly truncated series expansion in terms of Fourier-Bessel functions for

the dependent variables was used, and both the Hadley and Rossby regimes *

e
)
{
i
i
H

showed .emarkable similarities to those observed experimentally, especially
Hide's rotating annulus.

One serious limitation of the laboratory experiments is that they did not
simulate the spherical geometry of the earth. This study will examine the

question of the existence and the properties of the Hadley and Ros.:v regimes
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for a spherical atmosphere. Lorenz's modified geostrophic model (1960) is
used which is the same as the quasigeostrophic model but with the
additional effects of a time varying static stability and thermal

advection by the divergent wind. The model consists of two spherical layers
around the earth and the flow is thermally driven by radiative heating. A
Newtonian approximation expresses the heating as the difference between the
actual temperature and a specified equilibrium temperature. The dependent
variables are expanded in a truncated series of spherical harmonics that
retains enough terms to allow a detailed analysis of the properties of the
Hadley and Rossby regimes. The main topics of interest are the

basic properties of the transitions between the Hadley and Rossby regimes, and %
the transitions between wavenumbers within the Rossby regime. We shall

emphasize the distinct features introduced by the sphericity and shall

LY

contrast our findings with those of Lorenz (1960) for the rotating dishpan,

K e

In Section 2 a detailed description of the model will be given.

Following this, in Section 3, the properties of the steady Hadley regime and

t
b

its stability both to axisymmetric and wave perturbations will be studied. In
Section 4 the equations for the steady Rossby regime are first solved
analytically when one wave is present. Then after showing that only one
steady wave can exist, linear perturbation theory is used to determine the
transition conditions between wavenumbers within the steady Rossby regime.
Finally, the structure of the steady Hadley and Rossby regimes for various

rotation rates is obtained.

- e ol
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2. Description of the Model

Since we are interested in the fundamental properties of the
Hadley and Rossby regimes which are sensitive to thermal advection by
the divergent wind and variations in the static stability, the modified
geostrophic model of Lorenz (1960) is used.
Thermal forcing is parameterized with a Newtonian heating approximation,
A simple linear turbulent friction representation will be employed where
the drag at the interface separating the two layers is proportional to
their velocity difference, and the drag due to the solid surface below is
proportional to the velocity of the lower layer., A diagram of this model
is shown in Fig. 1 where p = 500 mb. The stream function for the
nondivergent wind has the value y + T in the upper layer and ¢ - 1t in the
lower layer. The potential temperature in the upper and lower layers {is
6 + 0 and 9 - o, respectively. The fifth independent variable is the
velocity potential which has a value -X in the upper layer and X in the
lower layer to satisfy the conditions that w = 0 at the pressure levels 0
and 2r,

The baroclinic and barotropic vorticity equations are

9 2 2 2 2 2 9
WV I W) -, kY F kYT -8 3% 1)
2 2 2 2 o 2
3 VT 3,70 = (3TN + VR - (e, 42k VT @)
2 - a-‘
+ kVy 8 X
TTToTTTT T T o - : - ’ A “ M}mﬂl Py, ‘[ - -

P -

\ S
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Figure 1

Arrangement of layers and discrete Jata surfaces for the model.
Refer to text for the explanation of the symbols.
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, where R = S; and k; and 2k, are the coefficients of friction between the
. upper and lower laver 2and betwzen the lower layer and the underlying surface,
respectively., The Jacobian operator J has the property that

k L2622 2

g The two thermodynamic energy equatiofis are

8 - 2. _ ot

=2 3 J(¢,0) - J(1,0) + 0V gl(e ") (3)

0 *
3¢~ " J(¥0) - J(1,8) + V0 - g, (0-07) (4)
where 6* and o* represent equilibrium temperature fields and 81 is the
Newtonian heating coefficient.
The system of equations is completed with the linear balance equation

. 2 9T 2
é fV‘l"l-Bay g3V6 (5)

é where

| ¢ (1/2)" . .

g8y = 2—a— [(/D" - /)]

!

q and

i

! c = X

c
]
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The five independent variables are all expanded in a truncated serizs of
spherical harmonics. The model is chosen to be weakly nonlinear in the sense
that all wave-wave interactions will be neglected but wave-mean flow
interactions are accounted for.

The spectrsal expansions are

T 0.0 0 0 n n in) -n -n -ini
2 " P+ P+ g P e YT P ’
0. 0 n_n 1inl -n _-n -inA
Lf =xy Py txy B e + P e , (6)
a

n o 1inl + e-n

0.0 0.0 -n _=inA
) 60 PO + 62 P2 + 6“ P P e

e
n n n

and

vhere 3 is the earth's radius.

|
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Properties of Legendre polynomials are reviewed in the Appendix.

The complex spectral coefficients must satisfy the relation

n' n ,-n
wn = ( 1) Wr+" n -1 en ’

which 18 necessary for ¢y and 6 to be real variables.

clh

The stream function is chosen to be antisymmetric across the equator to

yield a symmetric nondivergent velocity field. The potential temperature and .

divergent velocity component are chosen to be symmetric across the equator.

The meridinnal structure for the wave is chosen to be the mode with the
largest growth rate, i.e., the gravest mode.

If the above expansions are used, then (1) to (5) become:

dW
¥y 0 0
CLa "% G "k Gy
0
d¥5 ¢ -k, c.i0
Ga - Cy ¥y 2 °3°3
dW
- n+1 On n, O
Cn & " =€ ¥y ¥ La+1,n41,1

n, n, O

+ 1(Cn+1-03)0n+1 03 n+l,n+l,3

- 0 n, n, O

+10C 1 ST Ty Lnst a1
0 n, n, 0
+ 1(C n+l 3)‘n+1 3 Ln+1,n+1 3
n n n
+ k2 cn+1 .n+1 - kz cn+1 1'IH-']. = 120 *n+1

) ;
(8)
L
LY
i
9
\
N\
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0
dt
1 00 0 0
- C g = -6Re,x, + (kyH2k)) Ci Ty - koCivg (10) ’
dto
3 00 0 _ 0 -
- C3 EE- - - 169€3x2 + (k2+2k1) C3T3 kz C3¢'3 (11)
n
dt
n+l _ 0 (0, 6, O
- cn+1 —dat i((n ¢ )wn+1 1 n+1 n+i,l
0 n, n, 0
+ 100 Cy)V T3 Lnta,ne,3 o
0 n, n, 0
+ 16 6Ty HL ntl,041,1
0 n, n, 0
+ 1(C n+l 3)tn+lw3 n+l,n+l,3
- mn<n+1)e: a x: + (k2+2k1)cn+11:+1 ‘
n n n
- 2ﬂncn+1 n T k2 Cn+1 "n+1 ;
i
a b
- 12901n+1 (12) -
<
0
49
0 cal0_ o0*
'—t—' - - 81\90 90 ) (13) L
dao
2 i -n ,n,0,-n -n,0,n
& "1V % L 2,n + “nﬂ en l‘nﬂ 2,n
oo *
-2c, x)-g80-00) (14)
/3 22 12 "2
w— - e o NN




Lo A

-
R Y

-

ot oy P S

.
[ R

SO S

78
de"
n 0 ,n O,n,n . 0 .n  O,n,n
i i wl en Ll,n,n w1 4'3 en L3,n,n
00
_ n 0,nn,0 _ 0 n 1
P Y % Matn,2 T 5 St (13)
doo
0 n . ,~n _n,0,—n _.=m . -1n,0,n
a - " ka ® In,O,p /Cn *n %n In, C,n /cn
!
]
0 ,0 .0,0,0 o_ 0 :
- ' - - 16) .
X 8 1370.27¢; = 8,(%" % ) ( ;
3
0.0 0.0 3.0
30 € T + 8n €4 Ty -;—2- 62 (17)
g,C !
n 3'n .n
29n(n+2)1n+1 - 5 en (18) i
a {
where :
o (nz_ -2)1/2
LYY I
S
Cn = rn(n+l) ::
and Q is the earth's angular velocity. The factors Ly,g and I,.g are
iateraction coefficients and their properties ar: reviewed in the Appendix.
Since for each given zonal wavenumber chere is only one maridional mode, the
ridge and trough axes will be parallel to wmeridians of longitude thus prevent- .
i
ing msridional “ransport of womsntum and suppressing barotropic wave msan flow
interactions. Si.ilarly, the ¢rough and ridge axes of the temperature wave \
AN
.%:
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are oriented rorth-south., There is, however, no restriction on the phase

difference between the streasm finction ard the isotherms; thus, baroclinic
conversions of avaiiable potential energy to kinetic energy can occur.
Merilees (1968) showed thzt a truncated spectral model will conserve the
sum of kinetic energy and available potential energy as the original ps.iial
differential equations do in the absence of external anergy sources and sinks.
Furthiermore, Lorent (1960) proved that the sum of kinetic and available
potential enc gy, in the abtsence of forcing and dissipation, will be constant

for the system of equations chosan for this model with the following

. e

definitions for kinetic energy, V., and available potentisl energy, A: ’

P /2 [2x 2 A ;

K= ,—% (Ty* Ty + V1¥1)a® cosedrde (19) §

/270 X

i

and ] :

5.9 /2 [ 2n % L

A ] “02“.2)1/2 - Cllz cos¢drd¢ £0) ,

8§ Ja/zjo i i

Wt '« ,s
8' = 0-[0] N

L

snd [ ) denotes a horisontsl sverage over sn isobaric su.face.

e Mo

3. Steady Hadley Ragime

a. Properties of the staady Hadley regime

A straightforward solution of these ejuations is that for a tim
independent sxisymme'ric flow. Dus to the severse truncation in the axi-

symmetric tarms, oaly a single-celled Hadley circulation is possibdls.

O T
- . — o aew




DLy e & 5‘ g N
N, \'.‘3‘ \?g&\‘ . . - ) 1
R.ﬁ{e\,;m.“*'\ Te Ay s -

The solution is obzained by setting all the spectral coefficients !;

ascc-iated with wave disturbances and all the terms involving time derivatives
equal to gzero i (7) to (18). The resulting 8 ncnlinear equations can be -

reduced to oned equation in Og,

WTE ol o*
g, + ¥2Eo g0
)+ 2.0 LZ_.g (21) -
3/2EV¥ Wa2rrF : ‘
where
2 kz g
173 2 0,2 0,2
Es———— , D=k Q°[108(c,)" + 128 (c.)"] , ¢
. nal 1 2 3 .
! va {
}
and i
Pl WIE
-_2-" -'1- L ]
81 = 82
o* Y
Note that 92 must be negative {f the equilibrium temperature is higher in the ¥
tropics than in the polar regions. . {

Cnce eg is known, the ocher seven variables defining the steady Hadley

regime can be found. The 2quations for og. Og. snd xg are

* y" 9-2
o + H2E (9,

o -

% * % g, (22)
o_.o*

8 = ® (23)
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and

L2
9 72 iy 33

T T (24

Da

Any real roor of (21) must satisfy 62 < 0 implyirng that the temperature
decreases poleward, Equaticn (21) also requires that 62*< eg < 0 implying
implying that the meridional temperature gradient is less than the
equilibrium meridional temperature gradient, This is physically reasonable
since the external forcing continuously strives to increase the observed
temperature gradient against the affect of a poleward heat transport which
reduces the atmosphere's meridional temperature gradient. Also, (22)
indficates that ag > og* > 0 implying that the Hadley cell circulation is

*
always statically stable since ag is always positive.

The structure of the meridinnal circulation can be seen in the sign

of x;. From (24), gg zust be negative and since the divergent wind is
2
; X
proportional to %?» and the vertical velocity is proportional to 3—5
3y
a direct meridional circulation is implied.
The stream functions have the form
. 0 0
108 & e, k,g.9
40 =1 % P15e (25)
Da
0 0
0 0 48 Q 53k13382
0.0 = 1,0 (26)
3 3 2
Da
and therefore the zonal velocity in the lower layer must vanish,
Ap———— ——
w‘.—- -
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Figs. 2,3, and ’ illustrate the potential temperature and wind field

structure of the steady Hadley circulation for typical atmospheric conditions.

The time constants for both Newtonlan heating and dissipation were chosen to
o® * o*
0’ oo and 62

circulation of the northern hemisphere are

be 10 days. Typical values of 6 for the observed winter

o* o* o*
60 435.6, % 22.6, and 62 25.0 .
A direct circulation is evident with warm tropical air rising and cold nolar
air c¢inking., The meridional divergent wind is nolevard in the upper layer and
equatorward in the lower layer. The zonal velocitv in the upper layer is zero
at the equator and pole and reachec a maximum at 55°N. The variables v, and

2

w, are not shown but they can be readily obtained noting that v, = - vland

W, = W,

2 1

b. Stability of the Steady Hadley Regime
We shall now examine the stability of our analytical Hadley solutfon. The
system of 8 equations, i.e., (7), (8), (10), (11), (13), (14, (16), and (17),

representing the axisymmetric part of the flow can be reduced to a system
of 7 prognestic equations by eliminating xg using (17). When the steady

Hadley solution is used as a basic state, these 7 equations determine the

stability of the Hadley circulation to axisymmetric disturbances. Over a

*
wide range of values for eg, six stable eigenvalues are obtained. There is

always one neutral or zero eigenvalue indicating that there is an unknown
parameter and associated process which has been incorrectly omitted from the

model. We plan to deal with this problem in a future study.

#°
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The stability analysis of the steady Hadley regime is completed by r
considering both the axisymmetric perturbations discussed above and wave-like %
perturbations. The s_ability mat.ix can be partitioned into separate
axisymmetric and wave submatrices. Therefore, the stability of the steady
Hadley regime to wave perturbations can be determined independently from that
of the axisymmetric perturoations.

The wave stability analysis can be reduced to the following equation -

°n B B n ‘F
v K 1)“ 29“ v !
.241 - x!:+1 , (27) \
en B3,n Bé,n en .
¢
where '
- 0 L n, 0 0 n. n, O i
By n ™ (Co0 6% Lidtner,1 ¥ (G 7C0¥3 Lot 1,3 !
(28)
+k, C ., - 12 (g L, T
n n+l1 :
. 0 .m, n, € 0.a, n, 0 :
Byn ™ (1Co0C)T) Lidyonea, 1 ¥ 1€Coa1C0 T3 Lty ne1,3 .
(29) .
-Bn - A
-k, C ] (_'—) ’
2 ‘n+l Cn+1
©
0 |
o, C :
-« (0 T M M 0 0 !
B3 n=f 77 [1(C 4y -C 1)‘1 ntl,ntl,1 T 1Con 3)'3 ael,ne1,3
n
(30)
Q
c.C.,8
- 0 L% n,Q 9% “n “atl "n.-1 )
% Con) 19y Loty a2} - — = > i
V2 Yq
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0
o 8
0 n n 0.n, n, O
Bym ™ {_—"',7 = [1(C 171 ¥) Lot ,n41,1
Yn
_ On, n, O (31)
+ 1(C 417 €3) ¥Yaloyg nt1,3
;o _ 0 .0,n,n
+ (kz + 2k1) cn+1 i20n] + 1w1 Ll,n,n
ao c C B
. 0 .0,n,n 0 'n n+l "n,-1 ¢
+ i"l3 L3 n n} (1 - ) [} J
sy '/i Y K
n
where é
B - f%c_ll ._....—1—__— . ‘
n n ’ ‘ :
a 20n (n+2)r,n+1 .
s !
o
and 3;
= -20n (n+2)e"
Tn B \n n+l ¢

,
C b WEAANS S L

4.

Solutions of the formwm

n _— ut no_
Yn+1 Vn+1,0e and eu Bn

[

¥ can be found, where u = up + iy;, if

2
pt - (Bl,n + B*'n) u+ <Bl,n Bb,n ~ BZ,n '3.n) =0 (32)
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The findings of the Hadley regime stability analysis appear in Figs. S

and 6. For a disturbance of given east-west wavenuaber,
i. 1instability obtained for a range of equilibrium temperature
gradients, eg*, bounded above and below, i.e., the Hsdley resrime
is stable for small and large Og*, see Fig. 5,
ii. maximum e-folding tiwes on the order of a day are achieved for an

o*
intermediate 6, , and

2
111, the growing disturbance tends to propagate westward for the small
*
eg » ( or small equilibrium vertical shear) and eastward for large
o*

62 , see Fig. 6,
For comparison, the stability analysis of the traditional Phillip's two-layer,
quasi-geostrophic B8-plane model appears in Fig. 7. The stabilization
accompanying large Bg‘ or vertical shear is clearly related to the
high static stability produced in the Hadley circulation. Northward advection
of warm air in the upper layer and southward advection of cold air in the
lower layer by the divergent component of the flow will eventually suppress

the barociinic instability associated with the vertical shear.
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4, Steady Rossby Regime

a. Properties of the Steady Rossby Regime

In the previous sectlon the Hadley circulation and its stability were
studied. A wave-like disturbance can grow and at the same time alter the
axisyametrc part of the flow. 1t is expected that eventually a new type of
steady regime will be attained characterized by unifcrxly propagating waves of
constant amplitude and a time independent axisymmetric flow.

We will firat look at the steady Rossby circulation with just one wave
present. Coneideration of more than one wave coexisting at the same time will
be postponed until later.

The steady Rossby circulation is determinad by setting the time
derivatives of the axisymmet:ic terms in (6) to (17) equal to gzero. The
axisymmetric coefficients wlo, 030, 110, t30, 120, sud 600, are each
spacified by the same equations as for the steady Hadley regime.

Next a procedure will tz developed to express the wave part of the flow,

n n
T

i.e., 0n+1, pal’

6:, and x:, in terms of eg ard og. We will later derive two
nonlinzar equations in the two unknowns in eg and 08, whose solution will
completel: specify the steady Rossby circulation. By the same¢ technique used
to study the stability of the Hadley circulation, (9), (12), (15), and

(18) can be coabined into the two equations:

n
dy
n+l - 0,.n 0,.n
Tt ll’n(ez)vn+1 + lz.n(oz)en . (33)

and

[oAp——1

'l .
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© o 6 0,0 (3)
a BJ,n(eZ’oO)er-l * Bﬁ,n(62'c’0)wn *
CZince these are linear, they have the general solution
u,t Ut
n n 1 2
. Yo+l " Yoez,a ¢ T Voars ® (35)
and
: u.t uot
n 1 n 2 .
en ’ an’A e + Gn's e (36)
where
— (37)
1 2
177 (Bl,n + Bk,n + /Q’I,n+ Bb,n) k(sl,ngé,n-sz,nn3,n
i
— - (38) !
1 2 i
V277 (Bl,n + Bk.n /an.n+ né,n) 4(’1,n3h,n ’2.n33.n :
}
and
u,~B n.:
2 1,n a
e 227 |
. %A 5, Va+1,A (39) ;
' i
[] " "
l,n .n
[P 1-d
%, " % Yo+1,8 . (40)
2,n

The litter equations specify th~ phase relationships betwean the 500 mb stream

funct.on and temperature patterns. §
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1t was shown earlier that Re(uz) < 0 and, therefore, the wave
corresponding to uz will decay to zero for large time, Therefore,

time, only the first expression on the right side of (35) and (36)

solution ,
for large

need

be retained. The requirement that the steady Rossby waves have ccnstant

amplitude implies that

":‘(I\ll) - 0 .
With
u, -B
q = 1 1,n ,
B
2,n

t3. (14) can be written

4 N -n .n,0,-n n - -n,0,n
10" ¥4 Yoer Yne12,0 ¥ Va1 Yael Bad1, 2,0

0
g L]
_ % 0 _ 0 _ 0% .
e Cy Xy =8 (8 =8,)=0

vhere q* denotes the complex conjugate of q. Using the properties

Ln,O,-n - - L-n,O,n
n+l,2,n a+l,2,n
and
»
e TP n
Yanl (-1) n+l ’
it follows that
TR SN A T = m e

(41) .
{

3

}

1%

(42) -
i

2

(43) g
ii‘\;g
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0
n [+ *
ool 2 R (2 ¢, xp + g (85 - 65)) (44)
n+l 2 Ln+l,2,n Im{q} 72

The wave amplitude is thus determined. Its phase, however, is arbitrary.

The characteristic equation for u 41is also (32) and is of the general form
1

Ax2 + (B +E1)x + (C + F1) = 0 (45)

where A,B,C,E,F are all real and A.B are positive., If we follow the same
procedure as Lorenz (1962), we find that (45) has one root with a zero

real part 1if
AF2 - B(BC + EF) = 0 . (46)

Matching corresponding terms in (45) with (32) requires

[Ia(B )12

1,0%4,n782,2%3,n

- Rc(Bl,n+ Bk.n)lke(nl,n+ Bh,n)ae(nl,nnk,n-BZ,nBS,n) (47)

+In(31’n+ B"n)ln(Bl =0

02,072, 0B3,n’!

Another equation involving eg and og can be derived by solving for

x: in (15) and substituting into (16). I1f the properties

* #
M L (-1) y ® i JERPEPEY BN
vn+1 (-1) vu+1 ’ en (-1 en ’
Re(ul) -0 , In.o.-n - '1'1.0.0

n,0,n n,0,n

e 2P 1’

Y < R

My

R R T

alma i, -
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are used, it can be shown that

In,O,--n
Y2 "n,0,n 0 . n ;2
M- 1.4 LA e b I n,n,0
08 ci 2 I n+1| (-1) "2 Im(q) Ln+1,n,2
(52 82) *
0 4,0 ;0,0,0 1”8 o _ o .
+ X, 62 12,0,2/c2 +-—-—E;-——- (oo % )=0 . (48)

Eqs. (47) and (48) were solved for eg and og numerically, after

which the wave part of the solution and the phase velocity were found.

Fig. 8 shows the phase velocity of the finite amplitude steady Rossby
solution. Outsije the region shown, 'v:+1|2<0 implying that the calculated

solutions of (47) and (48) are not solutions to the entire systeam. Since
these equations are nonlinear, there exists the possibility of other solutions
which are far away from the initial guees wade in the numerical iterative
technique., We could not find any such solutions and it is assumed that ours
are the only acceptable ones. One significant point is that the boundary in
Fig. 8 exactly matches the boundary for the stability of the steady Hadley
regime demonstrating that whenever the Hadley regime is unstable to a
perturbation of a given wavenumber, a steady Rossby circulation will exist a.
that wavenumber, If Figs. 6 and 8 are compared, we find similar values of
phase velocity for large n, whereas there are two differences for smaller
wavenumbers. First, both the maximum westward and eastward speeds are sig-
nificantly larger in Pig. 8 and second, the stationary finite amplitude wave
vith zero phase speed occurs at a larger equilibrium temperature gradient

than for the infintesimal growing wave.
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Throughout this section only the situation with one wave present at a

time was considered. If two waves with wavenumbers m and n coexist, both

propagating with constant amplitude, (41) must apply for both wavenumbers

separately. After calculating eg and 08, it was found that either |w:+1[2
*

is positive and |w:+1|2 negative or vice versa for all values of 6, when the

2
the steady Hadley circulation is unstable. Furthermore since (41) would have
to apply for each wave, there would be more equations than unknowns and no
solution for eg and og could be obtained. Therefore, our steady Rossby

¢ rculation can exist only when one wave is present.

b. Stability of the Steady Rossby Regime

Congider now the stability of the steady Rossby circulation. The steady
Rossby circulation for a given wavenuaber will be inittally perturbed with a
wavelike disturbance of another wavenuaber. As in the previous stability
analysis of the steady Hadley regime, the perturbation equations can be
separated into axisymmetric and wave parts. Since all waves are independent
of each oti:er, the same equations for the stability analysis of the steady
Hadley circulation are retained except for the fact that the axisymmetric
terms are for the steady Rossby circulation .c a given wavenuamber. The
axisysmetric perturbation equations yielded six stable eigenvalues and one

neutral eigenvalue as was found earlier, The wave perturbation equations are

d Vo1 0, m 0..m
dt “ 31,-(°2) *l+1 + B2.-(62)% (49)

. e
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where m is the wavenumber of the perturbation and eg and 08 are the values for

a steady Rossby circulation of wavenumber n.

When the wavenumber of the perturbation is the same as that of the
steady Rossby circulation, the stability analysis becomes mich more
complicated because the stability equations have time dependent coefficients,
In this situation the stability was determined by integrating in time the
complete system of spectral equations from a state far from equilibrium and
seeing 1f it converged to the steady Rossby circulation. These integrations
indicated that the steady Rossby circulation is stable to a perturbetion of
the same wavenumber if it is also stable to perturbations at all other
wavenumbers.

These results are summarized in Fig. 9. The abscissa is 80* and the

2
ordinate n. The solid line indicates where the wavenumber n gteady Rossbdy

circulation is stable to perturbations of all other wavenumbers and the dashed

line where it is unstable to at least one other wavenumber. The steady
Rossby circulation allows the presence of only one wave at a time,

and as leg*l increases the wavenumber observed decreases from six to two.
Algso, it can be seen that the transition from one wave to another occurs
abruptly, and that for all transitions including that between the lower

and upper symmetric Hadley regime there exists no hysteresis effect, i.e.,
the solution for the ;teady Rossby circulation does not depend on whether or

*
not 62 was increasing or decreasing as the transition occurred.
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We also found an excellent correspondence between the wavenumber of the

stable observed wave of the steady Rossby circulation and that of the most r
unstable wave of the steady Hadley circulation. This correspondence holds for -

*
all values of 00 except very near the transition boundary between wavenumbers

2
2 and 3, i.e., the wavenumber predicted for the stsady Rossby regime is not
the most unstable wave for the Hadley solution ‘.. this narrow region.
However, in general the wave that is 1luitially most unstable will also
eventually be the wave that is observed in the steady Rossby regime. .
The time scales for Newtonian heating and dissipation also play an
imnportant role in the Rossby circulation. It was found that for heating and
dissipation time scales of 50 days or greater, a disturbance to the steady i 3
Rossby solution would evolve into a vacillating or periodic state. This
circulation is doubly periodic characterized by an amplitude vacillation whose ‘
period 1is roughly 2.5 times that associated with the wave propagation. The
energetics of this vacillation consisted of zonal available potential to eddy

available potential to eddy kinetic energy conversions followed by the reverse

cycle with the period of the amplitude vacillation.

e W s

So far, the rotation rate of the earth, Q, has been kept constant;

——a

however, 1 is varied in many laboratory experiments. It would be interescing

4,

e s s prmnk ;o e s a4

to vary the rotation rate and then compare results with those for the f-plane. 4
Fig. 10 shows both the steady Hadley and Rossby regimes as a function of the 4
rotation rate, 2, and Gg*. The boundary between the steady Hadley regime i
and the rteady Rossby regime is shown by the dark curve. This boundary is

quite similar in shape to that obtained by Lorenz (1962) for the rotating

dishpan experiment indicating that sphericity plays a secondary role. For
*

fixed values of eg » the stable wavenumber observed in the steady Rossby

regime increases with Q. Alco, as in Lorenz (1962), the steady Rossby regime }
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does not exist for wavenumber one. This is most likely a result of our choice

of eigenfunctions. All the transitions between wavenumbers still occur

abruptly for all values of Q1 tested.

5. Conclusions

We have found that fu: all imposed meridional temperature gradients a
steady Hadley circulation exists in our two layer spherical model., The
stability of this circulation to axisymmetric and wave perturbations was then
examined. The axisymmetric perturbations always had one neutral eigenvalue
but never grew. The Hadley regime for intermediate values of the meridional
temperature gradient, was baroclinically unstale to wavelike disturbances,
whereas for higher and lower meridional temperature gradients it remained
stable. We thus have confirmed the existence of an upper and lower symmetric
Hadley regime on the sphere.

The steady Rossby circulation for the sphere was shown to have two
significant differences with that found by Lorenz (1962) for the rotating
dishpan. Lorenz found a hysterecsis effect between the steady Rossby ragime
and the upper symmetric Hadley regime. Our spherical model showed that the
transition between the steady Rossby regime and the upper symmetric Hadley
regimc occurs at the same meridional temperature gradient irrespective ofthe
direction of change. Also, Lorenz found that transitions between wavenumbers
in the Rossby regime do not take place suddenly but rather there exists a
region in between where two waves can exist together. In our model these
transitions always occurred abruptly.

For very small values of heating and dissipation it was shown that the
vceady Rossby regime was unstable and evolved into a time varying circulation.
This new flow was doubly periodic with a longer period amplitude vacillation

and s shorter period associated with the propagation of the wave.
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A comparison was made hetween the most unstable wavenumber of the steady
Hadley regime and the wavenumber that 1is ultimately seen in the steady Rossby
regime for the same value of the equilibrium mer{dinnal temperature gra’

The correspondence was very good and showed that almost always whiche: .r wave
had the largest initial growth rate would he the steady wave that is

eventually observed.
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Appendix

Properties of the 4ssociated Legendre Polynomials and Interaction Coefficients -

The normalized associated Legendre polynomial can be defined as

7

) dn+n
n+a
u

n 2 (n4m)! 2Pat d

(uz-l)n (A-1)

where . = gin¢, and ¢ is the latitude. The spherical harmonic can then be

defined as Y: - P: '™ uhere m is the zonal wavenumber and [n-m| 18 the

number of zeros along a meridian of longitude. It will be simpler to follow
the notation of Platzman (1962) by defining a complex wave vector y = n+im.

Some of its properties are

anzYY - - n(n+1)YY (A-2)

- %

{2! , I *
and \‘ _, Yu Y 3 cos¢dydl = 238 ob (A-3)
/ 0 ) 3

whiere 305 is the Kronecker delcs, and * denotes complex conugate.

The two interaction coefficients are

“e/2 arg ar',
Lays * . PolagPs 35 = %aPa o314 (A-4)
q
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) n/2 , [fgﬂBPGPB dPa dPB

I
avB -n/2 Y coszo do de¢

] cos¢dd (A-5)

The interaction coefficients follow several selection rules summarized in

Merilees (196€8). LGYB = 0 1f any of the following conditions are not
satisfied.

ma+m8-m

Ina - nBI <n <n o +ug
n +n,+n = odd

a B a

2 2
'a + uB 0

IGYB = 0 i{f any of the following conditions are not satisfied:

+m, =a
B mB Y

In ~m| ¢<€a €n +n
Va Bl Y Ta B

n +n_+n = even
a 8 Y

n, +n,*0
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A Parameterization Technique for Nonlinear Spectral Models
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1. Introduction

A fundamental characteristic of atmospheric motions on all scales is that
the exchange of energy between various wavelengths is accomplished via
nonlinear interactions. Accordingly, it is essential that mathematical wmodels
of atwmospheric motion retain this nonlinear behavior as completely as
possible., This is difficulr owing to the fact that, in general, mathematical
models are necessarily finite-dimensional, while the governing systems (such
as the Navier-Stokes equations) are infinite-dimensional. As a result, the
use of models that are based on systems of ordinary differential equations
forces the modeler to truncate both implicitly and explicitly. Thus, the
paraneterization of certain variables is a necessary feature of all models.
For example, this is an important step in the development of global forecast
models of the index cycle, in which only certain scales of motion are
emphasized.

In view of the requirement for parameterization in numerical models of
all .ypes, it 1is necessary to ensure chat these operations are accomplished
with maximum efficiency regarding the techniques employed and the scales of
the motions that are parameterized. 1t is reasonable to assume that the
structure of the solutions to the derived systems themselves should provide a
basis fnr developing parameterization methods that would preserve more

ac. .rately the nonlinear properties of these dynamical systems. In
particular, we refer to the topological structure of aolutions as a means of
describing theam in terms of their critical parameter values, branching
behavior 1ad stability. We propose that & knowledge of the topological
structure of the solutions to a dynamical system is essential for developing
an efficient parameterization technique, and, that this technique will provide

insight into ways of properly truncating all mathematical models of
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atmospheric flow. Moreover, becaumse even low-order models contain terms that
are analogous to those that appear in che oviginal partial differential
equations, it is likely that a successful treatment of these models will be
relevant in a general sense.

For the purposes of demonstrating this parameterization technique
conveniently, we use the quasi-geostrophic equation because it has the
advantage of being easily represented in spectral form (e.g., Vickroy and
Dutton (1979), Charney and DeVore (1979), Wiin-Nielsen (1979)). Thus, as a
prototype, we consider a truncated spectral model based on the forced,
dissipative quasi-geostrophic equation developed by Dutton (1976a) for flow in
a channel. The channel is centered at middle latitutdes, has rigid lateral
boundaries and is cyclic in the zonal dirsction. The stream functlon Y(§,t)
is represented by & Fourier éxpansion. Newtonian heating is used to model the
thermal forcing, and a direct dissipation mechanism is employed via an eddy
viscosity coefficient,

The use of severely truncated spectral models has mede it possible to
study various properties of atmospheric flow by, among others, Lorenz (1960,
1963), Vickroy and Dutton (1979), Charnay and DeVore (1979), Wiin-Nielsen
(1979), and later by Lorenz (1980), Shirer (1980), Mitchell and Duttom (1981)
and Shirer and Wells (1983). A significant advantage of working with severely
truncated spectral models is that meny of their properties may be studied
analytically., In particular, steady solutions are made easily tractable in
models of this type. The occurrence of multiple steady solutions in a forced,
dissipative systea is a msnifestation of the fact that, upon eliminating the
temporal derivatives of the spectral components, we can express the model as a
systea of nonlinear algebraic equations. These equations often can be

exprassed as a polyacmial of odd degree in terms of only a single component.
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The steady solutions to the model represent balances between the rates of
forcing and dissipation, and they are obtained by solving this polynomial for
its real roots. New solutions to the dynamical system tend to be born in
pairs, and this is reflected by the fact that the real roots of the polynomial
occur in odd numbers. The stabilities of the solutions are of interest;
physically, stable solutions are states that might be observable, Points in
phase space at which two or more steady solutions meet, known as steady
bifurcation points, indicate transitions in the flow from one regime to
another as the magnitudes of certain external forcing parameters are varied.
It has been shown by Shirer and Wells (1982) that these transitions may be
smooth or sudden depending on the general form of the solution surface, and on
which forcing parameter is varied. The loss of stability of a steady state at
the bdifurcation point is a crucial factor in determining which of the
available flow regimes might represeant observable solutions to the system.

In more recent work, Shirer and Wells (1983) point out that the topological
form of the solution surface depends, in general, on a polynomial of lower
order than the complete one, further demonstrating the relevance of rasults
obtained from the study of severely truncated models. In addition, Dutton and
Wells (1984) have examined the attractors of similar hydrodynamical flows and
have found that the dimensions of the spaces in which cthese solutiocns reside
are likely to be finite,

However, it is clear that the truncation process also results in the
omission of energy exchanges between the scales in the model and the ones
outside the truncated set. This is particularly significant for large-scale
flow, owing to the ilmportance of the transfer of enstrophy from the smaller
vaves to the ultralong waves and to the zonal flow. Thus, we seek an

objective msthod for representing the effects of these interactions in which
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we reduce, or at least maintain, the length of the original truncation. If we
parameterize those interactions involving components outside the truncated
set, then the nonlinearity inherent in a large model with many components may
be represented accurately in a smaller model involving fewer nonlinear
equations. This can be accomplished Ly expressing the omitted ccamponents as
functions of those retained in the truncated set of the smaller wodel. The
parameterized components appear in the truncated set as a result of the
structure of the nonlinear and linear terms in the model, hich derive from
analogous forms in the original set of partial differential equations. In a
parameterized model, those components that originate outside the truncated set
are expressed as polynomials involving the retained componen+s. The
coefficients of these polynomials are referred to here as parameterization
functions and they portray the effects of interactions between the retained
and parameterized components of the flow. In an operational setting, the
values of these parameterization functions would be computed using observed
data. In the present study, we will test this scheme by creating data sets
obtained from the solutions to a larger spectral model.,

In this article, we are concerned with parameterizing steady behavior,
and, with preserving the information it reveals about the transitions
exhibited by hydrodynamical flows. The development of this scheme !+
presented in a way that facilitates its application to spectral models of all
sizes. However, it should also be noted that the concept of utilizing dats

sets as a device for parameterization may be applied to numerical models of

all types.
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2. Spectral mcdel of quasi-geostrophic flow
We consider the forced, dissipative quasi-geostrophic equation discussed

by Vickroy and Dutton (1979)
] 2 aY _ 4 -
3 (vﬂzv) + 3,9 8- Wt s H , (2.1)

which contains the standard quadratic, linear and inhomogeneous forms found in
all models. Here, J is the Jacobian operator, ¥ is a dimensionless stream
function, and we use the g-plane approximation f = f, + gy. A direct dis-
sipation mechanism is employed that is proportional to vVﬂ“Y, in which v is
a dimensionless eddy viscosity coefficient., Theoretical supporting arguments
for uaing an eddy viscosity in models of large-scale flow are presented in
Dutton (1982). The inhomogeneous term H in (2.l1) represents some simple
forcing and derives from an approximate form of the thermodynamic equation
(e.g. Dutton, 1976b) that is applicable to quasi-geostrophic motion. Here, we
incerpret H as a form of thermal forcing. However, other interpretations
exist such as those of Egger (1978, 1979) and Charhcy and DeVore (1979) who
derive analogous terms to represent topographical forcing.

To apply (2.1) to flow in a channel with a ssximum westerly current

located at the middle latitude, we select the domain
) n
x={x:0<{x<2; :-}'Syif} .

Appropriate boundary conditions on Y are !) periodicity in the zonal direction,
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2) the meridional velocity component v vanishes ..t tne northern and southern
boundaries of the channel, and 3) che Phillips (i534) counstraint, which
prohibits the development of & cicculat on around tihe boundaries.

Because (2.1) contains the norizont:l Laplacian of the stream function,
we solve VHZY = ~ \g¥ to deteruine tae elganvalues \g and the eigenfunctions

yp Which we use to write

N

v(x,t) = nzl An(:)wn(g) . (2.2)

To obtain the spectral representation of (2.1), we subtctitute (2.2) ianto (2.1)
and then multiply each term by its conjugate ;h. Because the eigenfunctions
are orthogonal, we can integrate ovar the entire spatial domain x for each

n=l1,2,...,N to procduce the Fourier transformatiom

. N N N
A =~ D A + C A - + .
: kzl nzl pha "8 ,.2.1 qr Vi A FH (2.3)

in which Dp and Cq are inceraction coefficients which we define in the
Appendix. The eigenvalues are i\p = 12 + nz. in which { and n are the

horizontal wave numbers in the zonal and meridional directions respectively.

To obtain a simple spectral model with & saximum in the westerly velocity
component u(y) that is located at the center of the channel, and that
interacts nonlinearly with the disturbance components, we choose the five-

component expansion

- E - arm e edbesadie

*

den Pl s

L

w ol e .

[



'Y

NG RV NI

116

7(x,t) = Al(t)sin(y) + Az(t)cos(kx)cos(y) + A3(t)ain(kx)cos(y)
(2.4)
+ A&(t)ccs(kx)cos(ly) + As(t)oin(kx)coc(Jy) .

Because we are interested primarily in the steady solutions a to the model,
we define A(t) = a+u(t), and set g(t) = 0, With this condition, and with
(2.4) to represent the streaa function ?(§.t). we obtain from (2.3) the five-

compcnent steady spectral system

-~ Daa +Daa ~-Va =h
134 125 11

~Daa ~-Daa +Ba -Va =h
213 315 23 2 2

Daa +Daa -Ba -Va =h (2.5)
212 314 32 33 3

-Daa -Daa +Ba ~-Va =h
413 515 45 4 4 4

Daa +Daa -Ba -Va =h ’
412 514 54 55 S

in which Dy, V,, By and h, are defined in the Appendix. The parameterization
techaique developed in the sequel will be applied to subsets of (2.5).

It can be shown algebraically that the determinant of the left side of
(2.5) does not vanish. Thus, assuming 8) 1is known, we can use Cramer's
Rule to solve the last four equations in (2.3), which are linear in 83,..,8s.
Substituting these solutions into the first equatiom in (2.5), we obtain

a ninth-degree polynomial in a) of the fora

P(a) = pgay” +pg0® o 4 pgm0 (2.6)
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whose real roots are the steady solutions to the spectral equations (2.5). L
Because (2.6) is of odd degree and the coeffcients p, are real, complex roots
aust occur in conjugate pairs and the existence of at least one real root is
guaranteed.
Owing to different balances between the rates of forcing and dissipatien,
(2.6) will often have several real solutions. Thus, the stabilities of these
solutions are of interest. The fact that a stable solution relates physically .

toc an observable state is discussed formally in Minorsky (1962), while other

R T

discussions on the relevance of bifurcation and stability to hydrodynamical .
systems may be found in Shirer and Dutton (1979) and Vickroy and Dutton g
(1979). In general, the stability of a stationary point 3 oay be exaxined
by linearizing the system about that point and then computing the eigenvalues
Y of the linearized problem, which has solutions of the form o(t) = §exp[yc].
Thus, a stationary solution a, is stab’: to a small perturbaticn an(t)
provided that Re{y}<0 for every eigenvalue y; The point at which stabilicy
changes and a new steady solution bifurcates from the first is, in general,
given by Re{y}=0. For real eigenvalues, the critical point is given by
simply y=0 for some y. Bifurcations that indicate the appearance of a
temporally periodic solution are known as Hopf bifurcations and these occur
when Re{y}=0, Im{y} #» 0. Although in the present study we consider only
preservation of the steady state sctructure of the solutions to the larger
model, clearly the parameterization technique will need to be extended
sufficiently so that the stability of the solutions is preserved as wall,

This is a topic of future research.
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3. Development of the parameterization dchemw

Analogous to (2.3), the steady spectral model (2.5) can be written in the

general forn

N N N
kzl .Zlnp 88 " rzl By 8y * Vyay = h =0, nel,... N . (.1

-

However, if we wish to reduce the number of equations in (3.1) to some number

LN, then in 2 retained aj-equation we lose the contribution of the terms

T ( L ! L N N N
e={] 3 +1 1 + [J {Daa - ]

B LN , (3.2)
k=l asl+l w=l ksl+l k,mel+l| P r=l+1 3

vhere, for simplicity, we have chosea to omit the last L+l,...,N equations
although any L-component subset may be used. To retsin in the spectral model
information concerning Ty, wea parameterite its terms in the reasining L
equations. If we denote the omitted spectral components by a, and the retained
spectral components by a,, then the paramsterization of (3.2) is achieved by
representing the coefficients s, that appear in the nonlinear terms of the
remaining equations s functions of the coefficients a;. Ve will assume that

the general form of the relatioaship between the paramsterizeud and recained

components is given by the infinite series

L L i L ¢ =
s ° 'ao + ’nl s + ) 'nz.‘z‘n + 7 I 1> 8,88 +.., (3.3)
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in which the quantities Fa are parameterization functions that must be

-

determined from a data set. In this study, we let the values of F depend on

the moments of the spectral components which result from particular choices
for the rates of forcing, rotation and dissipation. Thus the Fa contai ¢

information concerning the interactions betwesen the retained ccmponents s
and the parameterized components a,. It will be shown in Sectiocn 4 that
selecting a suitahble ternination level for (3.3) depends primarily on the
characteristics of the data set.

To determine how the values of Fo are obrained, we consider in the

following example & linear approxization of the paraseterized spectral

components; in this case (3.3) becomes simply

a =F + | F a . (3.4)

In Section 4 we show that the use of & nonlinear approximation of (3.3)
proceeds analogously. Using (3.4) so that the components a, are spproximated
by in' we require that the values of '9 are those for which the pasa-

meterization of (3.2) satisfies the relation
L . 2
E [(’no + ‘21 ’nt.l) - 'n] - tn » ae- I,OOO.L . (3.5)

Here, E and ¢, denote the axpected value and ainisum aean square error

respectivaly, which apply over an ensemble of responses that depend oo the
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forcing rate hy. The parameterization functions Fpg and Fyg

(3.5) are given by

L
« =P + ] F 3
n n0 asl at ¢
— — —at— L ——————
‘n‘k - Fno ak + zZl Fnl alak » k . I,CQC,L

. - g
T ——— 'W""’I ' -.l I I ' -

that satisfy

(3.6)

which i3 & linear, inhomogeneous set of equations in Fa provided that the

-

barre4 quantities are ku +m. Here the tildes have been dropped and ¢ denotes

the moment of ¢. Therefore, the quantities aja, and ajay represent the

correlation coefficients between the spectral compounents. Obviously, a

nonlinear approximation of (3.3) will yield higher-order moments in addition

to those appearing in (3.6). In Section 3a, we discuss a procedure for

obtaining the necessary data from (2.5).

Substituting the linear approximation (3.4) into the spectral model (3.1)

and adjusting the subscripts, we obtain the parameterized steady spectral

model
Il 1 11
D a - B a +Va -h + D aa
kel el '.’.’“ pel 30T VLY 014 ael B.““
3.7)
AR T Y
+ D a + D a - Ba = ’
kel msLél P “*a ?.-m P s b4l 3T
l'l,ooo.L

4
3
b
5
b
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in which the terms after hz in (3.7) include the effects of the parameterized
spectral coapouents. Beczuse (3.4) is a linear approximation, (3.7) contains
no terms of higher order than quadratic, which is a form similar to that of
the original spectral equations (3.1). However, the use of a nonlinear
approximation for the parameterized components will introduce higher-order
nonlinearities which may alter the form of the steady polynomial for the

parameterized model. This will be discuased in Section 4.

a. Application and testing techniques

Tn the absence of observed data, an altcrnative procedure is needed to
oroduce the data sats required to compute che values of the moments that
appear in (3.6). A simple method for creating these data is to use the steady
solutions to the original five-component model for various test cases. The
use of solutions to (2.5) as data has the virtue of being mathematically
simple because the values of aj,...,s5 can be computed algebraically once the
roots of (2.6) are found. In addition, the steady solutions to (2.5) provide
examples with which the solutions to the parameterized models may be compared.
A standard depiction of the steady states is a one-dimensional cross-section
through phase space, in which we plot the magnitude of the zonal component a;
versus a single forcing rate. In this study, we choose to compute the steady
solucions a; for various values of the zonal forcing rate hj, while the
magnitudes of the remaining parameters remain fixed. Thus, the moments of
the spectral components, and consequently, the values of the parameterization

functions Fa will depend only on the value of hl'

For a discrete number k of values of hj, the moments are given by

k
HOow) - Leop eleap,) (3.8)
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in which f(hj) can be any function of the spectral components, while the
summand is the i%h value of f(h]) wultiplied by the prodability that f(hj)
aquals that value., 1ln this study we consider both uniformly and normally
distriouved values of h).

With the uniform distribution we assume p{f(hj)j] has density
1/(h14,b1p) over soze finite interval [hj,,h)p], and use randomly generated
values of h; to produce the data points f(h1)gy. 1In this case, (3.8) reduces
to a simple average.

If inotead we assume that the values of h) are distributed normally with
mean h) and standard deviation o1, then (3.8) can be written in the form

£(h,) - i.f(hl)p(hl)dhl ’ (3.9)

in which p(hj) is the normal probability deasity tuaction of h}. An advantage
of using the normal distribution is that, in the proper form, (3.9) can be
evaluated easily using a Hermite polynomial approxiwmation. For example, by
making the appropriate substitution in (3.9), we would obtain the correlation

k
2
aa = i. aa exp[ ~x“]dx = 121wiani‘u1 . (3.10)

in which the quantities wj are weighting factors correspoading to the zeros xy
of the Hermite polynomia’ (Abramowitz and Stegun, 1964). Here relatively few
data points are required compared with the number used with the unifora
distribution. In thig study, we use k=200 random values of h; with the
uniform distribution, while in (3.10), the value of k=16 corresponds to a

distance from the mean for which wy~1x10-10,
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Finally, a weighting procedure must be employed wher, for a particular
value of hj, (2.6) has multiple steady solutions aj, whicn correspond to
multiple solutions for each componant ag,...,as. For comparison, we will
consider two weighting procedures. The first is useful for determiaing the
general form of the parameterized ex-ansious; with it, the solutions are
weighted equally regardless of stability. 1ln the secord approach, we simulate
the use of observed data; one stable sclution is selected at random. These

procedures will be discussed in Section 4.

b. Effects on stability

The preservation of bifurcation and stability properties in the
parameterized models is cf concern. However, because the values of Fa depend
only on the moments of the spectral components, they contain no expliéic
information coancerning the stabilities of the steady solutions. However, one
night expect fold points such as those in.the cross-section in Fig. 1 to be
preserved by the parameterization provided that an optimunm number of terms is
retained in (3.3). The preservation of these points will ensure that the
number of steady solutions produced by the parameterized acdile wgiw<s wirh
that of the original. However, as permitted by linear stability theory, the
parameterization may reproduce che original cross-section, but reverze the
stabilities of the solutions. In this case, the sigus of scz= of the
eigenvalues are reversed.

Hopf bifurcations, which denote the appearance of temporally periadic
solutions (Marsden and McCracken, 1976), may result in a loss of stability at
a point on a steady solu-ioa other than a fold, or turning, point (Fig. 1).
Although Hopf bifurcations may »>till appécr in the solutions to the
parameterized models, the likelihood of preserving cheir locations caanot be

assured owing to the exclusion of information concerning temporal solutions in

fawlmly oo e
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computing the values of Fa' As a result, an optimum parameterization based on

(3.3) may produce solutions whose cross-sections in phase space are :iimilar to
those of the original colucions, but whose qualitative behavior may differ
owing to changes in stability. Because this is a feasibility study, and
modeling steady bifurcations is the primary interest, no effort has been made
to account for stability changes due to Hopf bifurcations. However, wc wi .
see 2vidence in Section / that, ir some cases, » proper treatment of steady
behavior may increase the likelihood of preserving the temporal behavior of

the solutions.

¢. Truncation types

The parameterization technique developed in this section will be applied
to two subsets of (2.5), each containing three components. 1n each para-
meterized subcet we retain the zonal component &) and two of the remaining
disturbance components. In this way, any three-component subset of (2.5) can
be categorized as belonging to one of two qualitatively different classes of
truncatiouns.

We will parameterize a representative of each clase. The two classes of
truncaiices are ravealed upon inspection of the spectral expansion for ¥(x,t)
given by (2.4}. The hasis rfuuctions associated with Ay and A3 correspond to
vave Jumber n=1, while those ioi A; and Ag correspond to a=3. The members of
each pair difror ouly in phase in the zcnal direction., We coansider the
truucetions in Class I to be those in which both components of either wave
nunist are retained, while the effects of the remaining wave nuaber are
parameterizead. The mempers of this class are the subsets {1,2,3} and (1,4,5}.
In the Class II truncations, we retain one component of each wave number
resulting in the choices (1,2,4}, (1,2,5}, {(1,3,4} end (1,3,5}). The subsets
{1,2,4} and (1,3,5) represent special cases whose properties are discussed

in Section &,

Lo

. IR




< »

L e G N

125

From Class I we consider the subset {1,2,3} in which the effects of wave
number n=3 are parameterized:

] t
- Dlasaa + Dlaza5 - vl‘l = h1

?
- Dzala3 - D3a1a5 + Bza3 - Vzaz - hz (3.16)

L}
Dzala2 + D3‘134 - 8332 - V313 = h3 .

In (3.16), a, and a5 are expressed as functions of a), a; and a3 based on
(3.3). The use of (3.16) 13 founded on a philosophy commonly employed to
parameterize small or sub-grid-s:ale processes whose effects need to be
incorporated into the large-scale conponents of the model. A typical example
is the parameterization of surface heat fluxes in operational synmoptic-
scale finite difference models used to forecaat the large-scale flow of the
middle latitudes.

As a representative of Class II, we consider the subset (1,2,5}:

- D a

1 5& + D,a,a_ - V.a, = h

]
4 17275 11 1

L} 1 ]
- Dzala3 - 03.1‘5 + 3213 - Vzaz - h2 (3.17)

L ]
D‘ulaz + D.a,a, -~ B.a, - V.a, = h

57174 374 575 5 .

This subset differs physically, slthough not mathematically, from (3.15). In

(3.16) we might expect to represent the behavior of the smaller wave number

RN W RN

ek R e e o

i e am——t o~ -

PR

ik "J‘

»
-»



SIS SUNIL N

126

components more accurately while representing implicitly downscale energy
transfers. This concept is analogous to the creation of an eddy viscosity in
which we parameterize the cascade of energy from small to large wave numbers
(Dutton, 1976a). In general, these small wave number components contain a
large percentage of the total energy of the original system. Conversely, in
(3.17) we retain a higher wave number (and generally less energetic) component
of the flow in lieu of a more complete reptesentation of the larger scale.

; Thus, in (3.17) we represeat explicitly one avenue of downscale transfer at

the expense of a complete explicit representation of transfers between

large-scale components.
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4, Optimum parameterization

To apply the parameterization scheme, we must select a termination level
for the series (3.3). It {s reasonable to assume that an optimum
parameterization can be obtained by retaining only the m terms in the serias
thac are necessary to describe, to some desired accuracy, the steady behavior
of the original solutions. To find the m terms, we terminate (3.3) at some
number M > m of terms and, proceeding as from (3.4) to (3.6), we generate M
linearly independent equations whose coefficients are the moments f?FIT. The
optimum parameterization is determined by the m siknificant terms in the
solution F? to the resulting system nf equations., It will be shown that the
maximum permissible value of M for which a linea.ly independent system of
equations can be generated depends significantly on the data coverage.
Moreover, we observe that, for this study, the dats coverage requirements are
controlled, in part, by the topological forms of the steady solutions to the
five-component model.

In all nonlinearly interacting tflows, there are certain disturbance
components between which no exchange of energy occurs via nonlinear
interactions. In the five-component model (2.5), we observe no nonlinear
terms containing the products aja; or ajas, which lead to the special subsets
{1,2,4} and {1,3,5} noted in Section 3c. An advantage of studying these
special cases is that simple analytical solutions can be obtained from (2.5)
for the omitted spectral components in each subset. These solutions are
expressed as functions of the three remaining components; thus, they are of a
form which is similar to that of the parameterized axpansions obtained from
(3.3). As a first guess for any model, we might expect a reasonabdle

termination level M for (3.3) to be determined by the highest-degree terms
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that appear in the solutions to its special cuses. For example, if we assunme

that the values of a], a3 and a5 are known, then from (2.5) we obtain

1
a, = V; [-Dzala3 - 03a135 + BZ.3 - hzl (4.1)

and )

1
L [‘043133 - D.a,a, + Ban

Expressions similar to (4.1) and (4.2) result for the coefficients a3 and ajs

in the other special case. By inspecting the right sides of (4.1) and (4.2),
we might infer that an optimum parameterization would involve expansions that
countain no terms of degree higher than quadratic. Moreover, because the fcrms

of the equations in (2.5) are typical of those found in hydrodynamical systems

a2 s
—

regardless of the severity of the truncation, (4.1) and (4.2) are likely to be

representative of the optimum parameterized expansions for any model of this

type. . !

i
Accordingly, we terminate (3.3) so that the parameterized spectrsl ‘

components are approximated by

b
e ) i
a =F + | F a ¢+ F_aa R (6.3) .-
n n0 11 at L gel mel ata t a : ‘
hi
from vhich we generate M { 1 + L(L + 3)/2 linearly independent equations, i i
{ i
depcading on the data coverage. Because M > m ter-s are required in (4.3) co 3
i
obtain the correct values of F,, we will begin with the complete quadratic ‘
expansion. Analogous to the linear example in Section 3, the values of the T
1’
|
i
!
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parameterization functions F, are the solutions to the system
_ L - L 32
a =F_ + ] F a + | aa
n n0 =1 ng L 1ol o=l ntn £ @
L — E L ¢
(aa =F a + F . aa + ] | F _aaa ] (6.4)
. pel np n0p =1 ot L p 1ol o=l ntm ¢ mp
b e L e
aaa =F aa + F a aa + F aaaa .
. p=l q=l1 o Pa a0'p g L=l nt tpa =] m=l atm £ @2 q

For L = 3, (4.4) becomes a set of ten linear inhomogeneous equations provided
that the moments are known. For example, in the subset (1,2,5}, we would

paransterize a3 according to (4.3) and obtain

a =F +F a #+F a +F a +F al+F as +F aa
3 30 11 32 2 3,5 311 1 31212 3151 5

+F 2 & 2 . (4.5)

a F aa +F a
322 2 325 2 5 355 5
which corresponds to the first equation in (4.4). The remaining nine
equations in (4.4) are produced by mulciplying (4.5) by the functions f(hj) in

each term on its right side, and then averaging to produce the moments.

a. Data Types

We now investigate procedures for creating the data necessary o compute
{ the values of the moments that sppear in (4.4). Several types of data will be
> considered. For esch data type, we employ one of the two statistical distri-
v:% butions discussed in Section 3a, and a weighting procedure that determines the
probability that a particular steady solution results vhen the response to &
value of the forcing is not uanique. The data also vill be classified
sccording to stability in two vays. We refer to a data set in which all

solutions are permitted regardless of stability as being a complete-data set,
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and one in which only stable sciutions are permitted as being an observable-
data s=t (Table 1).

Considering the preceding criteria, we will select four types of data and
~xamine their effects on the values of the parameterization functions F,.

For convenience, we denote each data type by the first letter describing its
stability class (Observable, Complete), subscripted by the first letter
describing the statistical distribution of the zonal fovcing values (Uniform,
Normal). Thus, the first data type in Table 1, which consists of observable
solutions that are uniformly distributed, is referred to as type Oy. Each
data type fulfills a specific testing purpose which we now discuss briefly.

Type Oy data are intended to simulate observed data in the simplest
manner. In this case, the values of h) are assumed to be uniformly
distributed and only stable solutions are considered. When multiple stable
solutions occur, we select one solution at random and assume that only this
solution contributes to the calculation of the moments for the corresponding
forcing value. This is consistent with the fact that, with observed data, the
cccurrence of any one state might be as equally likely as another. Here, the
moments are computed using (3.9).

Type Cy data differs from type Oy in that the complete set of steady
solutions from each test case may be used as data. By using a similar
distributira and weighting procedure as for tvpe Oy dats, we permit the
occurrence of unstasble solutions to be as equally likely as stable ones when
multiple solutions result. Type Cy data will be used to determine whether the
inclusion of unstable solutions as data in the parameterization scheme is
crucial for reproducing the complete forms of the steady states.

Dats types Cy and Oy represent special cases of the previous data types,

in which we assume thalL the values of the zonal forcing rate obey a normal
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Table 1.
Data types used for calculating the values of
the parameterization functions F .
Stability class Stat, distribution Weighting Applicacions
Type Oy Observable Uniform 1 Random Observacions
Type Cr Cocplete Uniform 1 Random Research
- Type Cy Complete Normal 1/t Research
Type Oy Observable Normal l/s Research/
Observations
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distribution. While actual observed data may obey a more specialized
distribution than the uniform one employed in types Oy and Cy, we do not
propose that a normal distribution for hj would be more physicslly
representative than any of the other standard distributions. Because
relatively few data points are required to calculate the moments with the
Hermite approximation, we employ a difterent weighting procedure with these
data types, as shown in Table 1. When multiple solutions occur, all
permissible cnes are weighted equally. Thus, with type Cy data, we weight
equa>ly each of the combined total number r of both stable and unstable
solutions, while with type Oy data, we only wsight equally each of the number
s of stable solutions. We have verified that chese procedures are analogous
to using a randomly selected, fully weighted solution (aJ in types Oy and Cy)
when many normally distribucted data points are used.

Because che data coverage in a particular test case msy depend
significant.y on the data type used, we expect that the maximum value of M for
vhich (4.4) ylelds a linearly independent system of equations also will depend
on the data type. However, we can determine b:forqhand the number of linearly
dependent equations in (4.4) by computing the eigenvalues of its complete
right side. A vanishing eigenvalue (and thus, a vanishing determinant)
indicates a linearly dependent pair of equations, one of which may be
discarded without altering the system. Provided that we omit the proper
lines, we may repeat this process until an indepandent set of equations
repains. Thus, wvhen we obtain a system in which each of the resmaining
ejgenvalues 1),...,\y are nonzero, then a solution zo this reduced systea
car. bs found. In the following subsection, we examine s technique for
identifying those terms in (4.5) that sust be eliminated when an independent

set of equations cannot be generated from the enti'e quadratic expansion.
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b. Complete-data sets

For each data tvpe, solutions to the parameterized mdeis will b
computed numerically for four test cas2s. These cases prcvide examples in
which the stabilities and the cunfigurations of the steady solutions vary in
complexity, allowing a systematic examination of the skills of the
parameterized models. The tixed va. ues of the dimensionless parameters in
each test case are listed in Table 2. For the parameterized models, the
vaiues of Fl and o) used with che normal distribution, and the intervals
(h1a, hlp) used with the uniform distribution, are givea in Tarla 3. The
cross-sections of the solutions for the test cases appear in Fige. l-4, and we
begin examining the results of tne parameterized models using thz complete
sets of solutions, which correspond to data types Cy and Cy.

1) The suhaer {1,2,5}
If we consider the three-equation subset (3.17) and parameterize aj and

a, according to (4.3), then we obctain

a' s F + F a +F a +F a +F al+F 3 a +F aa
n n0 nl 1 n2 2 nS 5 all 1 nl2 i 2 nl5 15

+ F 2 + 2 n= 3'6 . (46.6)

n22‘2 l“nZS"Z‘S ¥ FnSSaS
Now with (4.6) as the foundation of two sets of linear inhomogeneous equarions
of the form of (4.4), we compute the monents using the solutious in Figs. 1-4
as data. For example, we consider test case 1l and use type (y data. Because
ve are interested in testing the abtility of the parameterization to praserve
the nonlinear behavior of the steady states, we iuclude forcing values which
produce wiltiple steady solutions in the data. 3aved on the symmetry of the

solutions in Fig. 1, we consic.r values of h) in the interval (- 0.05, 0.05)

and compute the moments according to the specifications for the type Cy data
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Table 2.
Fixed parameter values for the four test cases in Figures 1 - &,
Case 1 Case 2 Case 3 Case 4
hz 0'300 -0-300 2.000 _05670 N
hg 0 0.100 1.000 0.335
hs 0 0 1.000 0
k 1 1 1 1
\ 0.040 0.040 0.040 0.040
8 0 0 0.500 0.500
Table 3.

The values for each test case of the mean zonal heating rate h; and

the standard deviation g) used with the normal distribution, and the

interval [hj,,h]p] used with the uniform distribution.

Case 1 Case 2 Case 3 Case 4
b 0 0 0 -0.26
o1 0.01 0.03 5.00 0.03

(h1asbpp]  [=0.05,0.05]

(-0.50,0.50]  [-3.00,3.00]  {-0.40,-0.10]

——
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Cross—section of the steady solutions to the five-component model
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for case 1, Stable solutions are denoted by solid lines, and

unstable solutions by dashed lines.

the upper and lower branches near hj = + 0.01.

Hopf bifurcations occur on
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Figure 2 As in Fig. 1 for case 2. A Hopf bifurcation occurs on the lower .
branch near h; = - O.l.
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As in Fig. 1 for case 3. A Hopf bifurcation occurs on the middle
braach (underside of spike) near h) = 5.0 so that there are three
positive eigenvalues as the tip of the fold, or spike, is
encountered. At this point, one eigenvalue vanishes and the upper
branch is unstable with two positive, but unequal, eigenvalues.
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Figure 4
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As in Pig. 1 for case 4.

Hopf bifurcations appear on the middle
branch of the configuration near the fold point at approximately
hy = - 0.33, and on the lower branch near h) = - 0.23.
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in Table l. In this case, the right sides of the linear systems generated
from (4.6) contain only nonzero eigenvalues so that M = 10 equations can be
solved to obtain the parameterized expansion for each spectral component.

This is true for both components in all four test cases in Figs. 1-4. In each
case, the interval [hj,, hyy] includes data in regions of multiple solutions.
The values of F, for all four cases using type Cy data are presented in

Table 4.

From Table 4, we see that several terms in F, consistently obtain
negligible values when compared with the remaining ones. Those terms that are
negligible in all four cases are F,;, Fnj1, Fn22, Fp25 and Fus5, n o= 3,4,
Several other terms sometimes obtain negligible values but these cannot be
neglected generally. If we omit the five terms mentioned above, then (4.6)

can be written

a' = F + F a +F a +F a az + , n= 3,4 . (4.7)

n n0 n2 2 n5 5 nl2 1 FnlSalaS
Significantly, the quadratic terms in (4.7) are linear functions of the
disturbance components aj and as, and this permits the use of simple linear
techniques to obtain a steady polynomial for the parameterized model. More-
over, it is pleasing to note that, with the exception of an additional .ear
term in (4.7), the forms ot the expansions for a; using the m = 5 significant
terms in the solutions F, correspond to those in the analytical expressions
(4.1) and (4.2). However, as shown in Table 4, this additional linear term is
negligible in cases when g8 = 0. Thus, to some extent, each term in (4.7)
appears to play the same role as its counterpart in the analytical
expressions, For example, we observe in Table 2 that cases 3 and 4 differ

only in the values of their forcing rates h. In (4.1) and (4.2) che forcing

appears only in the inhomogeneous terms h,/Vn, n = 2,4. Analogously, we see
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Table 4.
Values of the parameterization functions Fa for
the subset {1,2,5} using type Cy daca:
Case 1 Case 2 Case 3 Casge 4
[-0.05,0.05]  [-0.5,0.5] (-3.0,3.0] [-0.4,-0.1]
F30 8.03x10-3 5.00 -22.70 11.59
F3; 7.15x10"14 4.91x10714 ~4.78x10-13 2,26x10-10
: F3; 1.39x10712 6.91x10-8 -3.06 -3.06
g F35 6.48 6.48 6.45 6445
? Fy11 7.23x10713 9.73x10-13 9.45x10"153 -1.07x10711
f F312 ~5.03 -5.03 -4.93 -4.93
5 F315 1.57x10-10 ~2.11x10"6 1.11 1.11
F322 3.10x10"13 8.44x10712 1.15x10"11 7.06x10~9
F325 7.14x10"13 4.77x10-10 2.18x1079 -1.07x10~7
F355 3.64x1079 -5.49x1¢"10 -2.12x1079 9.69x10~8
F40 0.03 -0.28 -1.73 -1.19
Fa1 1.09x10"15 -1.23x10"14 7.11x10-13 2.19x10714
F42 8.00x10-3 8.00x10-3 0.08 0.08
F45 1.36x10"13 5.30x10~7 ~0.04 -0.04
Fall 7.80x10"14 ~2.19x10"15 7.99x10717 8.91x10715
F412 -7.32x10~17 1.11x10~7 0.12 0.12
F415 1.40 1.40 1.37 1.37
F422 3.53x10~14 ~1.55x10~42 1.49x10-13 6.15x10-13
F425 4,33x10"14 -1.08x10-10 3.07x10"11 -4,00x10-11
F4ss 4.27x10-10 ~1,30x10~10 -3.08x10"11 9.89x10"11
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in Table 4 that only the values of the inhomogeneous terms Fpg in (4.7) differ
between cases 3 and 4 for each paraceterized component.

If we substitute (4.7) into (3.17) and apply the same linear techniques
as those used in Section 2, then the first equation in (3.17) beccmes

1
WUFyo ¥ 5y (Fyp8, + Fygag + Fyjpay8) + Fypcay80)]

1
x [Fuo + g (Fup8y + Fusss * Fyypa18, + Fiqa 8g)]

825
D,s.s
17275
*""“'6 7 " Vi3 =0 , (4.8)
25
in which
3 + 2 + + c
i) €3% T %21 T 1 T S0
a, =7—-° 7 3 3 y L = 2,5 . (4.9)
25 d4a1 + d3al + dzal + dla1 + d0

The polynomial coefficients in (4.9) are lengthy and are given in Gelaro
(1983). ‘However, it can be shown that the coefficient dp of §25 can never
vanish, implying that the solutions a, exist for all parameter valves except
the physically inadmissible case V; = Q. Because §25 is quartic in a} and the
viscous term - Vja) is linear in a], (4.8) becomes a ninth-degree polynomial
in a] when the denominator has been cleared and multiplied by 6252. The real
roots of (4.8) are the steady solutions to the parameterized subset {1,2,5}.
The fact that (4.8) is of odd-degree, similar to the steady polynomial for the
five~component model, is essential for preserving the structure of the
original steady solutions.

FPigs. 5~8 depict the numerical calculations of the steady soluctions to

the parameterized subset (1,2,5} using the values of F, given in Table 4.
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Figure 5 Cross-section of the steady solutions to the parsmeterized subset
{1,2,5} for case 1 using the values of Fa in Table 4. Note that

the Hopf bifurcations on the upper aad lower branches in Fig. 1
do not appear here so that these branches remain stable up to
each fold point.
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Figure 6 As in Fig. 5 for case 2. The Hopf bifurcation that occurs on the
lower branch in Fig. 2 near h} = - 0.1 has been shifted to
approximately h) = - 0.8.
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As in Pig. 5 for case 3., Although the stabilities of the
solutions appear similar to those in Fig. 3, the Hopf bifurcation
that appears on the middle bdranch in the original cross-section
has been shifted to the upper branch in the¢ parameterized model.
Thus, the numbers of positive and negative eigsanvalues differ for
the corresponding solutions in each model.
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The Hopf bifurcation that appears on the

Fig. & does not appear in the solutions to the

paraseterized model.
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Clearly, the parameterization has reproduced the configurations of the steady
st~-es quite .ccurately in all four cases, implying that the steady
bifurcation points are well preserved. Even in case 3 (Figs. 3 and 7)
involving five nonzero rates of forcing and rotation, the magnitudes of the
solutions to the original and to the parameterizod models agree to several
decimal places. However, the stabilities of the solutlons to each model
differ owing to the lack of information in the parameterized model concerning
the original temporal solutions. For example, the upper and lower solutions
of the cusp surface in Fig. 5 of the parameterized model lose stability upon
reeting the middle solution at each fold point. However, Hopf bifurcations on
the upper and lower solutions in Fig. 1 result in a loss of stability before
the fold points. In this case, the Hopf bifurcatioa points on the solutioas
to the original model do not appear on those to the parameterized model, In
sone cases, Hopf bifurcations appear on the solutions to the parameterized
models, but their locatiuns are not preserved well. This is demonstrated in
Figs. 2 and 6. Here the lower solution in each figure loses 3tability at a
point other than fold point, but the locations of these points differ in each
model. Similar behavior can be seen in the two remaining cases (Figs. 1, 4, 5
and 8).

Analogous to the above testing conducted with the type Cy data, values of
tha parameterization funccions F, for thc subset (1,2,5} were computed for
the four test cases using the type Cy data described in Table 1. The values
of ih and o) for each case are selected so that the regions of interest in

Figs. 1-4 are bounded by values of h} that are no more thun approximately

+ Jo) from the msan. The resulting values of F, are nearly identical to those

obtained with the type C; data (and thus, not shown here), further coafirming

that the m = S significant ta™ms in (4.7) sre those required for an optisun
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parameterization of the components a3j and d44. Moreover, the fact that the
same values of v ard § yleld similar values of F, for the homogeneous terms Ln
each case in Table 4 indicates that these coefficients have functional forms
similar .o those obtained in (4.l1) and (4.2) for the special case. It may be
aoted that values of F  were coaputed in a similar way for the special

subsets {1,2,4) and {1,3,5}. The resulting values of the significant terms in
the solution F, were the same as those of the analytical coefficients obtained
for the parameterized components in each subset. For example, in {(4.1) it can
be shown that = Dp/Vy = Fp13 = 5.305. Unifortunately, such direct comparisons
are possible only for the special cases, but they 4o demonstrate the validity
of the numerical schene.

2) The subset {1,2,3})

To apply the parameterization technique to che subset (1,2,3}, we begin
with expressions for a, and ay thact are analogous to (4.6). Again, we con-
sider type Cy data and use the same intervals {hlan “lb} as before. However,
in coantrast to the preceding results, it is impcssible to generat? M = 10
linearly independent equations from the original expansions in any of the test
cases., In each case, the right side of the complete system contains one
vanishing eigenvalue, indicating two linearly dependent equations. Here, 1t
is difficult to suspect insufficient data coverage as bein; the primary cause
of this dependence, owing to the fact that the same {ntervals of h) were used
as for the subset {1,2,5}). Also, the test cases are dissimilar ensugh to make
it unlikely that, in every case, insulficient data coverage results {n exactly
one vanishing eigenvalue. Rather, this behavior may be either a resul: of the
truncation itself, or the way in which the ten equaticns are jensrated.

Following the procedure discussed in the previou, saection, we eliminate a2

column and corresponding row from the system until we obtain a set of
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equations which yields nine nonzero eigenvalues. In all of tne test cases,
the elimination of either the lines corresponding to the term Fnzzazz or to
the term Fn33a32 yields a set of nine equations for which all eigenvalues

Aq * 0. It may be noted that both of these terms are among those neglected in
the parameterized expansions for the subset {1,2,5}. Moreover, if we solve
the nine-equation systems which result when either of these terms is
eliminated from the expansions, then the resulting m significant terms of F,
correspond precisely to those obtained for the cubset {1,2,5}. From these
results it is clear that the most general form for the parameterized
components 1is analogous to that of (4.7).

Because the parameterized components a; aad as are of the prcper form, a
steady polynomial is obtained easily for the parameterized subser {1,2,3}.
Figs. 9-12 depict the numerical calculations of the steady solutions for the
four test cases using the values of F, in Table 5. Again, the cross-sections
reveal that the steady bifurcation points are preserved in the parameterized
model so that the configurations of the solutions agree well with the original
solutions in Figs. l-4. As before, differences in stability may be attributed
to Hopf bifurcatioms.

Although the truncation type does not affect the optimum form of the
parameterized expansions, it may indeed be a factor in determining the
termination point M of the series (3.3). We note that the dependent equations
in the linear system described above arise from the two terms in the expansion
coutaining the squares of che disturbance components aj; and aj. Unlike the
disturbance components as and as in the subset {1,2,5}, these compronents
represent different phases of the same wave number n = 1, As a consequence,
it may be difficult to generate independent statistics corresponding to the

terms 122 aud 332. Hence, one of these terms must be eliminated from the
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Tablz 5.
Values of the parameterization functiouns Fa for
the subset {1,2,3} using type Cy da:a:
. Case 1 Case 2 Case 3 Case 4
[-0.05,0.05] [-0.5,0.5] [-3.0,3.0] (-0.4,-0.1]

. F40 0.58 -0.83 1.74 -2.34
F4i1 -1.68x10713 -4,69x10715 -1.89x10-13 4.44x10712
F4. 0.15 0.15 0.21 0.21
Fu43 -1.91x10712 -1.18x10~8 -0.46 -0.46
F4ll -1.28x10712 1.45x10°13 -1.44x10"14 -5.08x10713
F412 -9.65x10712 3.99x1078 9.55x1072 9.55x1072
F413 -0.78 -0.78 -0.76 -0.76
F422 -3.5x10714 -3.20x10713 4,28x10712 4.16x10712
F423 3.35x10713 1.50x10™13 -3.35x10711 ~9.60x10712
Fso ~1.22x10711 -0.77 3.07 -1.65
Fs) -7.30x10"13 -9.02x10715 2.84x10™14 1.33x10712
Fs2 -3.26x10712 2.33x1078 0.46 0.46

- Fs3 0.15 0.15 0.21 0.21
Fs11 -2,69x10"13 5.42x10~16 2.33x10715 -1,19x10-13

. Fs12 0.78 0.78 0.76 0.76
Fs13 1.71x10711 -1.80x10~7 9,55x10™2 9.55x10"2
Fs522 -1.96x10~13 2.08x10-13 -5,36x10-13 1.07x10712
F523 3.83x10714 3.52x10-13 4,39%10-12 -3,81x10-12
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Figure 9
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Cross-section of the steady solutions to the parameterized subset
(1,2,3} for case 1 using the values of F, in Table 5. The Hopf

bifurcations that appear on the upper and lover solutions near

h; = + 0.01 in the original model have been shifted slightly to
approximately h] = + 0.005. However, the sense of the stabilities
of the upper and lower branches is reversed compared with the
solutions in Fig. 1.
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Figure 10 As in Fig. 9 for case 2.
Hopf bifurcation.
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Here the upper branch is unstable via a
Tae Hopf bifurcaction that appears on the lower

branch in the original solutions near h; = - 0.1 has been shifted
to approximately h) = - 0.58 and the sense of the stability of
this branch is reversed.
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As in Fig. 9 for case 3. In constrast to both Figs. 3 and 7, the
lower branch, which tends toward strongly negative values of aj,
is found to be unstable via a Hopf bifurcation., Note also that
the upper solution is stable heres.
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Figure 12 As in Fig. 9 for case 4. Here the upper branch is unstable via a
Hopf bifurcation. Although a Hopf bifurcation occurs near
h; = - 0.2 on the lower branch of the configuration, it is
unnoticeable in the figure because this branch is unstable for all
. values of h] in the cross-section.
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parameterized expansions in order to produce a linearly independent system.
Similar results occur when the subset {1,4,5} is considered. In this case,
the disturbance components both represent wave number a = 3, Consequently,
the elimination from the parameterized expansions of one of the terms
containing the squares 342 or 352 is necessary to produce a linearly
independent system of equations. Ir general, we may conclude that the
physical differences between the class I and class II truncations have little
effect on their abilities to reproduce the steady behavior of a larger system
provided that the data coverage is sufficient. However, in cases where data
is sparse, the use of a class II truncation, in which a representative of each
wave number is retained, may be more likely to produce a sufficiently

independent set of correlations in the data.

¢. Observable-data sets

The feasibility of using this parameterization scheme operationally
depends on its success when unstable solutions are excluded from the data.
However, the maximum value of M for which a linearly independent system of
equations can be generated may be reduced significantly when the data used to
compute the moments includes only stable, or observable, solutions. This
corresponds to data types Oy and Oy in Table 1. It can be seen from Figs. l-4
that a significant loss of information may result concerning the nonlinear
characteristics of the cross-sections when the unstable solutions are
excluded. It will be shown that, in some cases, this loss of information
makes difficult the successful use of the Hermite approximation of the
moments, owing to the relatively severe limitation that Fi and g1 place on
the data coverage. For brevity, we limit cthe discussion in this section to
the subset {1,2,5}. However, we have verified that all remarks may be

generalized to apply to both classes of truncations.
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As in the complete-data experiments, M = 10 linearly independent
equations can be generated to obtain the values of F, for case 1 (Fig. 1),
using either data type Oy or Oy. The resulting m significant values of F, are
the same as those obtained for the complete-data experiments shown in Table 4.
Here, little information councerning the nonlinearity of the cross-section is
lost when the unstable solutions are excluded because the stable portions of
the upper and lower solutions overlap considerably. Thus, a sufficiently
large region >f multiple solutions remains to necessitate at least a cubic
solution to the cross-section.

We obtain similar results for case 2 shown in Fig. 2. Again, M = 10
linearly independent equations can be produced using the type Oy data with the
interval [~ 0.5, 0.5]. Using the type Oy data, we obtain ten independent
equations by slightly adjusting the value of ¢g] to include several values of
h} which yield multiple stable solutions within a range of + g) from the mean
.

However, the maximum permissible value of M is less than ten for both
test cases 3 and 4. For example, if we consider test case 3 and use type Oy
data over the interval [- 3.0, 3.0], then we obtain three vanishing eigen-
values on the right sides of the linear systems used to compute the values of

F Thus, we expect that a maximum value of M = 7 linearly independent

a®
equations can be generated from this data set. Using the expansion (4.7) from
the complete-data experiments as a guide, in addition to the analytical
results (4.1) and (4.2), we find that a iinearly independent system of
equations remains when the lines corresponding to the terms Fy23, Fn25 and
Fq55 are eliminated from the system. When this is done, the remaining M = 7

equations yield the same m significant values of F, found in Table 4 sc that

the parameterized expansions are of the form (4.7).
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These results are remarkable because it can be seen by locating the
stable solutions in Fig. 3 that a significant amount of information is 1lcst
when the unstable solutions are excluded., In contrast to case !, the loss of
information makes it impossible to generate M = 10 equations. But even this
drastic loss of information affects only the termination point M of (3.3), and
not the optimum forms of the patame:-erized spectral components. Thus, we see
evidence again that the functional forms of the coefficients in the parameter-
ized expansions are very similar to those of the analytical expressions (4.1)
and (4.2), which depend only on the values of rhe parameters D,, B,, Vg
and h;. It may be noted that fur case 4, M = 9 linearly independent
equations can be generated using the type Oy data over the interval [- 0.4,

- 0.1]. In this case, the elimination from the system of any of the lines
pertaining to the three terms Fu2, Fu25 or Fyu55 ylelds a solvable systém of
equations whose solution is analogous to the one shown in Table 4.

The maximum permissible values of M for cases 3 and 4 are reduced further
when type Oy data is employed. By slightly adjusting the values of Ei and o3,
we obtain M = 5 and M = 7 linearly independent equations for cases 3 and &
respectively. For case 3, it is necessary to exclude all but the m
significant terms from the original expansion. For case 4, the three terms
Fn22, Fq.. and Fps5 must be eliminated. The resulting optimum expansions have
the same forms as before, but the values of the parameterization functions may
differ in the first or second decimal places, especially in case 3. As in the
complete-data experiments, tests were conducted in which the moments were
computed using two hundred normally distributed values of Fi instead of the
Hermite approximation. This was done to determine whether the difficulties
of the type Oy duta experiments were a result of the small number of data

values used in the Hermite approximation. However, the results of these
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experiments were no more successful, and in some cases, were less successful
than those obtained with the Hermite approximation. Thus, with observable
data, data coverage requirements appear more readily sacisfied by the use of
uniformly distributed forcing values., Moreover, the use of normally
distributed values of h} requires precise choices for the values of hj and g
when the amount of available data is limited. In contrast, with the random
selecrion of uniformly distributed forcing values, the range of the interval
[h1a, hyp) appears to be less critical for satisfying data coveraye

requirements.
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5. Conclusion

A parameterization technique has been developed for general nonlinear
hydrodynamical systems via the objective use of data sets that are derived
from the solutions to a larger model. The goal of this work is to facilitate
an improvement in the efficiency of truncated models of hydrodynamical flows
by parameterizing nonlinear interactions involving components outside the
truncated set. Toward this end, we have shown that the intricate branching
behavior exhibited by the steady solutions tu a severely truncated nonlinear
spectral model can be represented successfully in a parameter{zed subset of
this system provided we incorporate a knowledge of the general struccure of
the solution surfaces. The general implicaction of this result is that the
loss of information due to truncation in all hydrodynamical models is to some
extent recoverable. Typically, this information concerns the nonlinear
interactions between different scales of motion in a flow, and represents the
effects of physical processes that may be essential in predicting its
long~term behavior,

The general relevance of the results of this study derive from the fact
that the basic mathematical structure of the forced, dissipative quasi-
geostrophic equation is representative of that in most hydrodynamical systems.
Moreover, the recurrence of this structure in the expansions for the
parameterized spectral components appears to be fundamental to the
preservation of the complete forms of the steady states, Not surprisingly, we
found that the cptimum form for the parameterized spectral components is that
of a truncated power serias containing terms analogous to those in the
spactral equations themselves. In addition, by examining analytically certain
special cases in the original five-component spectral model, we determined

that physical effects such as rotation and forcing were controlled by
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analogous linear and inhomogeneous terms in both the parameterized expansions
and their analytically obtained counterparts. Owing to the tractability of
such special cases, it is likely that their exploitation will be a necessary
step in understanding many physical and mathematical aspects of future
hydrodynamical models, such as the selection of appropriate truncations.

The presence nf specific nonlinear terms in the optimum form of che
parameterized spectral components appears to be a robust result that is
unaffected by the characteristics ot a particular data set. The results of
this study indicate that both the data distribution and the truncation type
may affect the available number of degrees of freedom in computing the values
of the coefficients in the parameterized expansiona. In the most difficult
cases examined here, the maximum amount of freedom is afforded by using
uniformly distributed data with a truncation that retains a representative
component of each wave number in the original model. However, it should be
noted that all possible classes of truncations examined in this study

demonscrated approximately equal skili in preserving the steady solutions to

the original model. Also, additional tests are required to determine how the

values of the coefficients in the expansions for the parameterized components

PR

will be affected by the use of data sets that are less well behaved than the

ones considered in this work.

The results of this study suggest some important topics for future
research. An obvious example is the application of this parameterization X
technique to significantly larger hydrodynamical models containing many
coaponents. Research in this area amight be uscful in determining the extent
to wvhich we can parameterize the nonlinear processes in a wodel without
significancly altering the behavior of the system in its original form. This

information could be used as a guideline in attempts to represent the behavior
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of a large complicated model via a smaller parameterized subset of the
original .ystem.

Another topic of future research is the preservation in the parameterized
models of the stabilities of the original steady solutions by accounting for
the appearance of Hopf bifurcation points, These are points at which a steady
solution loses stability to a temporally periodic one. Procedures must be
developed to inzorperate information into the parameterization scheme
coucerning these temporally periodic solutions. Work on this issue has begun .
in Chapter 6 of Shirer and Wells (1983) concerning the unfolding of spectral
models. This work may provide some insight into the development of parameter-
ization techtiniques in which the parameters necessary to portray temporally
periodic behavicr may be identified.

Finally, because #ll hydrodynamical models consist of finite stens of
ordinary differential equations, we believe that advances ir numerical
modeling techniques derived from studies of low-order spectral models will be

applicable in a genaral sense.
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Appendix A

Interaction Coefficients of the Fourier Transformation (2.3)

The quantities Dp and Cq represent ‘uteraction coefficients for tie

Jacobian and rotational terms respectively in (2.3), and are defined as

v
n
D = j Iy, ¥ )dx .
E 5 k n.l’OOI,N
P " k, m, n
;; 3vl q=r,a
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Appeundix B

Definitions of Parameters in the Truncated Steady Spectral Model (2.5)

The parameters of Dy, Vy, By and hy in (2.5) are coefficients that
represent the effects of ucnlinear inteiaccions, viscosity, rotatior and

forcing respectively, and arc defined as

A A
I. Interaction coefficients: D, = L—z———-i] ﬁh- ,
1 A 15«
b, - (L3 &
2 An 3 3 ’
L
b [*1 ) ‘5] 8ic
3 AZ 15% '
4 A, 15% ’
b = [‘1 - A5] 72k
5 A, 35x ’
1I. Viscous terms: V, = yigq ’ n=1,...,5
gk
I11. Rotation torms: bn = ;— , N ® 2,004,5
o
H‘
T . .
Tv. Forcing terms: h1 . »
1
ZHn
hn.‘x“"? » 3.2'00..)
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A Numerical Study of Global Axisymmetric States and
Their Stability to Quasi-Geostrophic Disturbances
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1. Introduction

Recently, Miller and Gall (1983a) presented the results of a numerical
investigation of the axisymmetric states for an incompressible fluid in a
spherical shell. The work represented an extension of the work by Williams
(1967) for the cylindrical annulus. In part, the work reported by Miller and
Gall was motivated by a desire to model the base states that may be observed
in the NASA Spacelab experiment AGCE (Atmospheric General Circulation
Experiment). This experiment will study the response of an incompressible
fluid, confined to a hemispherical shell, to imposed external temperature
differences. The fluid will have a dielectric property such that an electric
field across the shell will aimulate the effect of gravity. More information
on this experiment may be found in Miller and Gall (1983a), Fowlis and Fichtl
(1977), and the NASA Coantractor Report NAS8-3198 (Hart 1984).

From the report by Hart (1984), it appears that the experiment may not be
suitable for a study of fluid response to baroclinic effects. However, thne
studies of deep, buoyant convection remain appropriate for the experiment.

The numerical re« ts of Miller and Gall (1983a) and Hart (1984) give
some indication or th..  -ntial problems that may arise when thz parameters
of the experiment are chosen to be representative of large-scale flows. The
velocities in the meridional plane are mostly restricted to boundary layers
near the walls of the shell. The zonal flow reaches the largest values at
high latitudes, and shows a rather complicated struccure. These results raise
some questions as to the usefulness of the AGCE experiment as a model of
atmospheric flows. It is also difficult to point to the specific deficiencies
that lead to the results.

In addition, Hart examined the axisymmetric states for stability to

quasi-geostrophic disturbances. He concluded that the geometry of the cell
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was not adequate to model flows characterizcd by suff.ciently small Ekman
number for baroclinic instability studies.

While these studies seem to preclude the use of the GFFC (Geophysical
Fluid Flow Cell) for large-scale baroclinic studies, they at licast do suggest
something of the nature of the axisymmetric flow of the atmosphere. There are
some striking similarities between these results and the results that were
obtained in the dissertation study I completed (Henderson 1982 - designated by
H). The numerical method used in H was that of a spectral approach, and the
fluid was taken to be compressibtle. The forcing was chosen to be internal
heating, and was based upon observational studies of large-scale, atmospheric
heating patterns. In spite of these differences, the flow in the meridional
plane was very similar to the results of Miller and Gall (1983a). Further-
more, when the axisymmetric flow was tested for stability to quasi-geostrophic
disturbances, the transition from lower symmetric Hadley to Rossby regimes was
found, but no upper symmetric regime could be found. This result is
consistent with the speculation presented near the end of the Miller and Gall
(1983a) paper. Since the findings of this study are in agreement with and
extend the results of these other studies (although the modeling techniques
and physical properties of the fluid are different) a description of the
results in H will be of interest to those investigators studying large—scale
axisymmetric flows.

Lorenz (1953) was apparently the first to point out that a heated,
rotating fluid possesses an axisymmetric solution which is capable of
achieving the necessary fluxes of heat and momentum between the appropriate
sources and sinks. For certain ranges of heating and rotation rates, the
axisymmetric solution is unstable to asymmetric disturbances. A circulation

pattern characterized by horizontal waves appears, and the axisymmetric
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solution is never observed in laboratory experiments. In order to determine
the values of the heating and rotation parameters that will show the wave
regime for the AGCE experiment, it 1s thus necessary to calculate the base
states first, and to then test them for s:tability to asymmetric disturbances.
Miller and Gall (1983b) do perform such a stability test, but fur the
cylindrical annulus. A paper describing the results for a sphere has been
promised, but has not been published as of June 1984.

The direction of this study will also be two-fold. In the next section,
a mathematical model of compressible, axisymmetric flow will be presented.
The physical basis of the model and some of the assumptions made will be
explained. The last part of the section will shcw the results for a few
selected cases of steady, axisymmetric flow. The third section will use the
regsults of the axisymmetric calculations for a stability study. The
axisymr~*ric base states will be tested for stability to quasi-geostrophic
disturbances. The stability tests are by no means exhaustive - they were made
(at the time) in order to show the practicality of doing both base state and
stability calculations by a spectral approach. Perhaps more suitable
parameters could have been chosen here, but the results demonstrate that the
transition curve to Rossby flows may be found numerically. The final section
is a discussion of the results and some of the limitations that were

encountered.
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2. Axisymmetric Model

The system of equations dev:ioped in this section will model the steady
solutione ro rhe atmospheric global convectio: problem. The model was
presented by Dutton (1982) in order to establish mathematical existence and
uniqueness of the Hadley response of the atmosphere to axisymmetric heating
fields and viscosity. The equations will be presented here because of the
different coordinate system used in this study.

The last half of this secticn is a discussion cf che numerical results
from the model. Figures from two cases are shown, and other cases are
compared qualitatively to the presented cases. These results are also

compared to those of other investigators.

a. Axigymmetric Model Equations

The meteorological equations are most naturally set in spherical
coordinates, but the spherical framework contains terms that are not essential
to a mathematical model of global convectiorn. Consequently, it was decided
that a rotating cylindrical system would be simpler and would retain the
necessary terms for a suitable model, Figure 1 shows a thin disk rotating
about a vertical axis. As the disk rotates, it sweeps out the volume of a
sphere. The axisymmetric motion over a rotating sphere and the motion over
the rotating disk would be similar except for the horizontal convergence due
to the converging meridians in the spherical case. The terms that account for
horizontal convergence are generally several orders of magnitude smaller than
the most important terms. Thus a geometry that does not contain such terms
should be able to model the problem of interest here.

Since the problem to be studied is essentially one of convection, it is
also possible to linearize the pressure gradient (Boussinesq approximation) by

neglecting small density changes from a known reference state. It is also
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Figure 1.

Model geometry and orientation of axes.
the thin disk.

The axes are rotating with
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appropriate to neglect such small departures in the continuity equation (deep
convection approximation). In order to maintain ciergetic consistency, the
first law of thermodynamics is replaced by one governing the evolution of
potential temperature perturbations. The result is a model adequate for the

study of deep, global convection. The five, steady equations are

v 3Ju u

-_——— + - (—..

2 30 + w 3z 20 cosg v = F (u) 2.1)

AL L-choaeu--——'l*-l-‘(v) (2.2)

a 39 3z 36

la—! —@3 - - 9.‘.1 >

TR 2z + gtk Fx(w) (2.3)
F (1)

vV T 3T W Q X

yar, 3t , v + (2.4

a 28 3z HK  cp TK' “Pr

1 9

Y (p v) + v (pou) 0 (2.5)

where 6 is co-latitude and v is positive southward, u is the zonal velocity, w
the vertical velocity, a the radius of the earth, 2 the angular rotation of
the earth, n the product of the Exner function perturbation and the reference
state potential temperature, F,( ) is an unspecified forr of friction, g is
gravity, Pr the Prandtl numbe: (Pr = y/k), Sp the specific heat of air at
constant pressure, T is temperature, p is density, Hg a scale height of po-
tential temperature (1/Hy = 1/6 36/3z), z :he vertical direction, and a scaled
potentisl temperature perturbation (t = 8'/Kuy where 1/K = (sﬂe/Pr)llz.

These five equations may be samplified further, because the two-
dimensional coatinuity equation permits the definition of a meridionsl stream—

function. It may be verified by substitution that w = - 1/a 3y/36 and
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v = 1/po 3(poy)/3z satisfy the continuity equation. The vorticity is,

approximately, ¢ = 3v/3z - 1/a 3w/36. In terms of the streamfunction, the

vorticity becomes [ = Vzw - 1/H 3¢y/3z where H is the scale height for lensity. .

The Laplacian is

2 2
1 37 (), 23 ()
R (2.6)

v2( ) = 5
a 36 ow

A meridional vorticity equation may now be formed by differentiating the
meridional mowentum equation with respect to z and subtracting it from the
vertical momentum equation differentiated with respect to co-latitude. The
original five equations are redi zed to just three, along with the definitions
of v and w in terms of the streamfunction. These three equatione are

u

y
a 36

du 2
+ — - . .
w 3 20 cosg v va V p Yu ( 7 )

v 3L L Lv uw _ _ . Pr,1/2 1 31 . .
rETRET: 3 2Q coed 5z (8 m ) P +va ¥ *pVr (2.8

(%-%% +w %f) Pr + (g %5)1/2 we (gPtHe)ll2 E;—g;—f; +va v pQVT (2.9)
The form uof friction has been specified here.

These equations s*1ll contain wore information than is needed to model
the axisymmetric flow. The usual method used to determine the imp.-tant terms
of the model is scale analysis. In order to supply estimates of the various
teras, some knowledge of the answer {s needed. This approach has been
successful in dealing with quasi-geostrophic flow (and other types), but has
been less successful with axisysmetric flows. In light of these problems,

this study first empioyed the fi'l s:t of three equations 2.7 - 2.9. The set
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was gsolved at a truncation level that wias quite severe. These results allowed
a comparison ot the various terms 11 the three equations., it was found that
the three noalinear terms; in the vorticity equation were several orders of
magnitude smaller than the remaining terms. This meant that the zonal tlow
was nearly in geostrophic balance, except for the effects of dissipation at
the upper and lower boundaries. The resulta also showed that the meri.lonal
transport of temperature in the first law was smaller than the vertical
transports, in h eping with dart's (1984) estimates. In addition, the
neridional transport of zonal momentum in the first mcmentum equation was
generally smaller (by about an order of magnitude than any of the other
termg). However, these twe meridional transport terws wsere retained in this
study, as their importsace near the boundaries coulid be greater. The final

scr of equations becomes

v Ju du
2 26 +w 7z + 20 cosd v vaov OOVu (2.10)
v a1 Aty L ¢ iz . \
s 38 +w -—u) \gPr/He) w=q+tval¥op (2.1.
1/2 1 3¢ _ du .
(gPr/He) 2 36 20 cos® 3z vuov pov; (2.12)

It may be of interest that the reduced set of equations formed by deleting the
meridional transport terms and the dissipation of vorricity permits the
formulation of a single equation in terms of Lhe potential temperature
perturbation. This can Le done, providad that the static stabllity musets
certain requireserts. Perhaps the resulting equation could be of use in
certain anslytic studies of axisymmutric flow.

The distribution of the ~:zospheric vaiiables over a sphere corregypunds

to that of even wodes. Specifically, variablus such as the zonal wind,
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temperatures, and isobaric heights are nearly symmetric about the equator.

The meridional wind ccmponent 1is approximately antisymmetric. In terms of the
variables used in this study, consistency is achieved if the zonal wind,
temperature percturbation, and heating function are latitudinally symmetric
while the streamfunction is latitudinally antisymmetric. With these relation-
ships in mind, an inspection of the three equations of tle axisymmetric model
shows that the terms in the zcnal wind equation and the first law of thermo-
dynamics possess even symmetry about the equator, while the meridional
vorticity equation has antisymmetry about the equitor. The total number of
modes {8 about half that of the gencral case.

The symmetry conditions for the three variables is as follows

N+1

u~ 7V u_(z) sin(ne) (2.13)
n odd e

LTI @n(z) 8in(ng) (2.14)
n even
N

T~ 3 T_(z) cos(ng) (2.15)
n even n

It snould be noted that the expansions for u and t (both symmetric about the
equator) dif’er from each cother. This 1s due to the additional imposed
boundary conditions at the pole - u must vanish at the poles, while ¢
generally does not. y must also vanish at the poles - this means that y
vanishes at all the boundaries along with the first derivative at the upper
and lower boundaries.

The variables were expanded in . serles of orthogonal functions that were
most suitable to reduce the complexity of the di~sipation terms. For example,
the zonal wind Ig «xpanded in terms of the functions that are the solution to

the pioblen

ag? ¢ pou = = Au (2.16)

-

Van mmsn caeemg

EY. C o IR e Wk S

A

?,
C

o
- p



177

The boundary concition was taken to be the no-slip condition, that is u = 0 at
z = 0,2r. This effectively places a lid at the upper surface. The 1lid allows
an expansion of discrete functions for all three variables, but apparently
results in some unrealistic solutions for some parameter values. Scme of ihe
congequences of the 1lid are discussed later.

As a result of solving the eigervalue problem for u, the following

expansion is obtained

N+1 M 2 nz z/ZT
u= z ) u sin(ng) sinG%—- e (2.17)
n »dd w=l T

The vertical modes are simply a sine expansion on a half interval, with the
size of the function increasing upward due to the exponential weighting.

The potential temperature perturbation is expanded in terms of a similar

equation

ag? * 9oVT = = At (2.18)

But the boundary conditions at the lower and upper surfaces are different from
the zonal wind case. For the temperatures, the first derivative is taken to
t.: zero at these surfaces — in effect, an assumption that the bouandaries are

insulated. The resulting expansion contains two parts = one of which

possesses no vertical variation. The expansion is ;

N n N M a nz nz z/Z,r %
= ¥ t, cos(ng) + ] I cos(ng, {sin(Z—) - cos("z‘——)}e %
n even n even w=l zT T
(2.19)

The vsertical eigenfunctions are trigonometric, have the first derivative zero




U S U S N

178

at the upper and lower boundaries, and increase upward in size because of the
exponential weighting.

The streamfunction 1s expanded in terms of the soluticn to the equation
2o¥ * po¥(ag? * poVu) = A2y (2.20)

This equation differs from the definiag equations for u and t in that it is
fourth order, sui the right haud side contains A2 instead of - \. The latter
condition is simp.y taken for convenience.

A fourth order problem requires two additional boundary conditions beyond
the previous second order problems. However, these additional conditions
follow quite naturally from the no-slip condition used previously. The
velocity componeni:s are related to the stream function by the equations
v = 3y/3z - y/H and w = - 1/a 3y/36. The condition of no-slip requires that
v =y =0 at the upper and lower surfaces. It is seen by inspection that the
conditions 3y/3z = 0 and ¢y = 0 fulfill these requirements.

The solutiou to chis type of eigenvalue problem has been presented by
Harris and Reid (1958). The present treatment differs from their problem in
that there is a vertical weighting by density here, and a resulting shift in
the position of the eigenvalues. Hence, the eigenvalues were calculated
numerically and sgiored.

The solution to the problem (called Chandra functions in the engineering
literature) behave like trigonometric functions in that they may be geparated

into even and odd parts. These parts will be designed by

cosh(a*"z*) coa(b*‘g*)

n_ S - = (2.21)
n cosh(a*:/z) co.(b*:/z)
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and

s1ah(3%2%)  sin(B%2*)
m_ - n__ - o (2.22)
n einh(Q:/Z) sin(%ﬁ/Z)

S

where

=i -2 (- U2<2 12 (2.23)
T

and the scaling factors are

a*® = 4% % + a’z,2a? + 2 (2.24)
b* = (x*:sz - nZZTZ/aZ - plf? (2.25
am - (02, + n’z,%/a® + /2 (2.26)
B2 = (3%, - n?z /e’ - /2 (2.27)

The eigenvalues are denoted by the A's. These results allow the stream—

function to be expanded according to

N M o) *mm  ~om z/Z
= gin(ng){y C + 9 S le
v nzeven uzl ¢“ n *" n

T (2.28)

* -
where the even and odd coefficients have been taken to be v: and w:
respectively,
Because these functions are not routineiy found In th. metecrological

literature, graphs showing their behavior against z are presented in
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Figures 2a and 2b. Once again the size of the eigenfunctions increases with

height due to the effects of stratification.

The spectral equations are obtained by substituting the expansions for
each variable into the three equations 2.10 - 2,12, Each equation 1is
multiplied by a particular eigenfunction of the dissipation term, and the
result is integrated over the meridional domain. The details of the procedure
are excessive, and will be omitted here. The resulting equations are also
quite lengthy, and therefore have been placed in the Appendix.

The treatment of the heating term is based upon work of Johnson and
Dutton -~ a figure of which may be found on page 407 of Dutton (1976). It was
found that the heating field may be adequately expanded in terms of the
potential temperature eigenfunctions. Higher levels of truncation reproduce
the original picture quite closely, but it 1s the highly truncated ones that
were of interest in this study. Figure 3 shows the field that is obtained
from a truncation point of m = 1 and n = 2. The heating is found at low
l~vels in the tropics, while the cooling is generally distributed throughou*

the polar regiors. It is this picture of idealized heating that was used in

the numerical studies that follow.

b. Axisymmetric Results

Because of the nonlinear nature of the axisymmetric model, the task of
finding steady solutions to the model was attacked numerically. Several
algorithms were tested, but most were unable to determine a solution unless
good initial guesses were supplied. An slgorithm that was less sensitive to
the initial guess was found in the International Mathematical and Statistical
Library of Subprograms (IMSL). The routine, called ZXSSQ, used the Marquardt-
Levenberg technique to minimize the sum of squares for the more general case

of a nonlinear least squares problem. The routine would also seek the
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solution of an exactly specified nonlinear system if the tolerance of the
residual sum of squares were gset to a very small number. The routine proved
to be quite satisfactory in practice. Solutions were always found as long as
the parameters of the model were within a factor of five of values normally
asgsoclated with the atmosphere. For parzmeter values outside this range, *+'-~
routine would usually not be able to arrive at a solution within a reasonabie
amount of time., It was not determined if more time were needed, or an
improved initial guess were required. Since the model was scaled for
conditions no: unlike those observed for the atmosphere, the model solutions
associated with extreme parameter values may be of little value. The reader
is referred to the IMSL documentation for fu: ner information and references
regarding the Marquardt-Levenberg technique.

In order to demonstrate the nature of the solutions that were found,
figures from two of the cases were selected for discussion. All of the cases
of this study used the idealized heating pattern mentioned earlier, and
conta‘ned 23 coefficients at a truncation point of wavenumber 2 in the
vertical and wavenumber 5 in the horizontal. Also, the Prandtl number was set
at a value of 4.

The first case used the unscaled heating values from the idealized
pattern. Thias meant that the differential heating between pole and equator
was about 1.4°F¥ The viscosity was taken to be 37 mzsec'l, which may be a
lictle low for the scales under ccnsideration, but is difficult to specify
more exactly in any case.

The zonal wind speed is found to be about 12 m sec™! at 50°N and 8 km
(Figure 4). There is no indication of any strong boundary layer ef.ects at
any boundary. This is due in part to the restrictel resolution of the model,

although tests with a truncation point that i{ncluded one more wave in both the
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vertical and the horizontal showed no significant differences from these
pictures. The temperature field, shown in Figure 5, shows the correct slope
for approxi‘mate geostrophic balance. There is a reversal of the gradient
above 10 km. A check of the static stability showed values that were much
higher thar in the observed atmosphere. his wmay be inferred by inspection,
since the isentropes are rather evenly spaced throughout the domain, In the
atmosphere, the isentropes ire spaced further apart in the troposphere and
packed more closely in the st -atosphere.

The picture of che meridional streamfuncticn, shown in Figure 6, 18 most
iuteresting. The pattern 1{s one of a two~cell structure, with the position of
the upper cell being a little closer to the pole. The basic cezll is a
thermally direct one, but there is some "leakage” of the return flow at middle
levels. The northward flow (Figure 7) reaches a maximum at two levels, with
the flow in the top level moving at 2.5 m sec™l and in the lower level at
1.5 m sec”l. The return flow alsc occurred at two levels, with the stronger
flow near the surface. Here the flow reaches 1.5 m sec“l, while in the upper
cell the maximum speed was 1.0 m sec"l., The vertical motion fiald, shown in
Figure 8, also reflected the two~-cell structure. The maxim i vertical
velocities were about 0.15 cm sec™l.

A number of experiments were run with different values of the parameters.
It was found that the most important parameter in determining the meridional
cell structure was the eddy viscosity. The two-cell structure appeared for
values sf v below 100 mZgec”l. FPor larger values, the meridional flow wae in
the form of a single, direct Hadley cell. An example of the streaafunction at
the same ;arameter values for the preceding example, excepi that the value of
v is taken to be 148 uzsec'l. is shown in Figure 9. It is seen th- the

circulation is one ~7 2 uirect cell, centered at 40°N and 6 km. It was also



. -

P

'R X

o F.

PP R YR

R

AN .
e g

¥ gy "

R R e Bt

- m O ar e >

Cy S
TRt S

Figure S.

NF Vs .
OF POG A
-
: o - e . ——— . St
—ag
i e 400
_— |

|

-y
300
-—
-
- -
28
-
e

. ;
ou ’
= Y ———

/..

" " n " " " *y " "
LATITEOE )

Case 2. The potential temperature field from a model with 23

coefficients and parameter values of Pr=4, .m=H,
The contour interval is 25°K.

avd y=37 o?

sec™1,

- ——

r

[N SN

alsaR-ap i

o —

- - aree



T R S

B

C mg o- v e oo |

[F T S —

188

Figure 6.

neisnt

Case 2.

@)

-
-
1 '
)
i
<4 l
!
o4
[
L —r Y T T Y Y ~1
[ ] " »n " 1] o ” 11 " (]

LATITURE )

The meridional streamfunction field from a model with 23

coefficients and paramete: values of Pr=4, Q=H, and vy=37 ol sec~l
The contour interval is 1000 =? sec~l,

f.a,) '

P e

@ w WS B

NP S

s




e we =T — L e "_U

189 ‘

= //" -
e NN
) &\:"‘7——-—-__—_};)&“
* \u 0
g ;-A ‘-)
-zl - :\7 \
= ~1\ _./’ ;“
~ - _"
{
" Q = : “\, ;
—— :
Tos " noowow " » W W e ¢
LATITUOE () 3
o
]
o 3 ‘71
Figure 7. Case 2. The meridional =iand field from a model with 2 ) , \
8 coe{ficients and parameter vaiues of *r=+, " H, and v=37 ol sec~l. ;
The contour interval is 0.5 m sec”l. i
i

;
|




190

Figure 8.

B IS e

162

na
A

\,':

(xm)
s

NEIsNY

\

B2
= ¢

4
-4
a4
&
-

lltllll! l'l

Case 2. The vertical motion field from a model with 23
coefficients and parameter values of Pr=4, Q=H, and v=37 o gec™l.
The contour interval is 0.5 m sec~l.

Py

e T

T —

RS o E LT

.-



(e}
1

(13111

LB Al L8l A T L

) s LU I I 1) "
LATITURE )

7]
*

24

H

Figure 9. Case l. The meridional streamfunction field from a model with 23
coefficients and parameter values of Pr=4, Q=H, and y=148 w?

The contour interval is 1000 m? sec~l.

191

sec”




192

found that a reduction in the rotation rate would also favor a single cell.

For a viscosity value of 100 mzsec'l, it was necessary to lower the rotation
rate to 50 percent (and less) of the rotation rate of the earth in order to

produce the single cell.

It might be assumed that the meridional circulation was splitting to a
multi-celled structure as the flow became more energetic. While this study
could not absolutely deny the possibility that an even greater number of cells
aight appear, the results of other cases with even lower values of viscosity
suggested that there was actually a simple shift of the center of the Hadley
cell to lower levels of the domain. There was little evidence to suggest that
the flow would proceed to an even higher number of cells as the viscosity was
decreased further.

There were several runs made with different values of the heating
field. All of the runs used the same idealized pattern, but the entire field
was multiplied by a scaling factor to achieve different heating gradients.

The results were quite consistent in that the response of the flow was nearly
linear to the heating field. That is, if the heating field were scaled larger
by a factor of two, the zonal wind maximum and the maximum streamfunction
value also increased by a factor of two. Raising or lowering the heating
values did not result in important changes in the overall patterns of the
dependent variables.

There were also two experiments made with different choices of
regsolution. Neither experiment suggested that there would be strong flow in
very narrow boundary layers as the resolution was increased, but then again,
the addition of only 1 or 2 wavenumbers in either the vertical or horizontal
direction may have been inadequate to answer this question. A check of the

energy by wavenuaber showed that the spectrum dropped sharply with increasing
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wavenumber - but it was only possible to check this out to wavenumber 8 in the
horizontal. Perhaps a more detailed heating pattern would force a more
complicated fluid response.

Also shown is a case where the various parameters in the model have been
set to what is believed to be most nearly the proper atmospheric values. The
resolution has been increased by one additional wavenumber in each direction
(for a total of 46 coefficients) and the differential heating has been
increased by a factor of 2 (for a pole to equator difference of 2.8°K). The
rotation rate is that of the earth. This picture, Figure 10, shows that the
two—-cell structure is dominant, with the upper cell displaced toward the pole.
The picture is quite similar to the results of Miller and Gall (1983a) as
shown in their Figure 5(A). This similarity has occurred in spite of
different numerical procedures, large differences in model resolution,
different heating configurations, and fluid compressibility - to name the more
important differences. However, in contrast to the results of Miller and Gall
(1983a), the zonal wind pattern was found to be quite smooth - it is not shown
because it differs little from the pattern in Figure 4. The maximum value 1is
15 m sec! and is found at 45°N rather than at S0°N as in Figure 4.

The axisymmetric flow described so far is interesting in its own right.
But the logical next step is to seek some answers as to the stability of the
flow. Specifically, at what parameter values will small asymmetric

disturbancs begin to grow?
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Figure 10.
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3. Asymmetric, Quasi-Geostrophic Model

The axigsymmetric equations cannot be easily extended to three dimensions
for a stabtility study. 1In order to do so, it would be necessary to include
the pressure perturbation that was eliminated in the axisymmetric formulation,
Also, the simplifications obtained by using a meridional streamfunction in the
axisy metric model cannot be extended to the three dimensional case. So,
instead of studying the full three-dimensional problem, it was decided to
study the stability of the axisymmetric flow to quasi-geostrophic
disturbances. There 18 just one equation governing the evolution of quasi-
geostrophic disturbances, and these disturbances are the most apparent of the
transient synoptic features.

a. Quasi-Geostrophic Model Equations

A quasi-geostrophic model may be developed from the origiual global model
that was presented in Section 2a. Of course, the time derivative terms must
be retained here. The quasi-geostrophic scaling assumptions (Dutton 1976a)
which are used here are: 1) a vertical scale height of about 8 km,

2) horizontal scales of about 1000 km (quarter wavelength), 3) time scale of
one day (quarter period), 4) Rossby number of about 1/10, and 5) a Richardson
number of about 30. It will be noted here that the friction term will be
retained in the model, in spite of the fact that the scaling results would
indicate that its wmagnitude is small and should be omitted. The term is kept
because it is desired to study the forced disturbances and the friction term
is the dissipation mechanisam. If the horizontal velocities are assumed to be
representable through the streamfunction y, then the velocities and vorticity
may be written u = 1/a 3y/36, v = -3y/3x and ¢ = (1/83u/3e -3v/3x) = Vyu2y.

The quasi-geostrophic equation may be expressged
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8 2 13 3y 2Q8ing 3y
VT +—"—( )} + =—=—= <&
§t "' H o az* o az* a X
(3.1)
P
-~ 3 0 2 1 9 R
T =) HF (v Sy + —(p =)}
Po 32* /Pr i Prpo az* °az*
where z* = {g/fi He}llzz and the material derivative is defined as
6 a_ IR A I
sel 1= gpl drugp U 5 550
(3.2)

=0 Y+ 3G D

The perturbation equation may be gained by following the usual procedure,

where the streamfunction is assumed to be composed of a basic state plus a
disturbance y = @ + ¢' where the circumflex denotes the base state and a prime

indicates the disturbance. If this decomposition of y 1s substituted into the

exprzssion for the quasi-geostrophic potential vorticity, there results

- (lau 1 9 ol 2.,.,1 3 '
Gt o0 —-—(az* Po’Pr )} + {7,y + b et CR az*)} (3.3)
’
= c + c

The hydrostatic equation has been used to relate the vertical derivative of ]
to the reference potential temperature. Finally, the quasi-geostrophic

equation may be separated into one equation governing the growth of the

disturbances
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(3.4)
1 3 Po 2 1 3 I’
= (=q") +F (VY +5p —— (p by
Po az* /Pr x H Pr "o aza o az*
and another equation for the quas! jeostrophic base state
~ ~ . p .
v 3z _ 2asing v_l__a (o 2)
a 39 a po 3; 'la
(3.5)
lauw, 1 2 -
+ Fx{a + *] (p t)}

This lasic equation is not used to supply the base state in this study;
instead, the results of the axisymmetric experiments of the previous section
are substituted. It uway be geen in this laat equation jJust what the important
difference in fura is between the axisymmetric model and the quasi-geostrophic
axisymmetric model. Ian the case of the former, it is the vertical advection
terms which are most important, with .he horizontal advection terms playing a
less important role. The situation is Just the opposite with the quasi-
geostrophic features.

In order to transform the equation to the spectral form, it 1s necessary
to first specify the form of the eigenfunctions of the streamfunction. This
is cained by solving an eigenvalue nroblem - in this case the most natural one

is to require the quasi-geostrophic potential vorticity to satisfy

2 1l 2 a!'
v, ¢ +——( ) = =y’ (3.6)
H Po az* ° az*
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The horizontal boundary conditions are taken to be cyclic in the longitudinal
direction, and the condition 3y'/3x = O at the latitudinal boundaries 0, /2.
This last condition does not permit any flow by the perturbations through the
lateral boundaries. Thus the domain may be viewed as a channel with lateral
boundaries at 0 and »/2 with the flow patterns repeating every 2y in the
longitudinal direction.

The specification of the vertical boundary condition is more difficult.
It would be best if the no-slip condition could be specified at tae upper and
lower boundaries, along with the coudition of no heat flux. However, the
posed eigenvalue problem is of second order, so it is not generally feasible
to fulfill all three conditions simultaneously. It seemed that the choice
¢¥' = 0 at the two surfaces satisfies at least two of the three conditions.
The perturbation velocities and the vorticity will be zero, but the condition
of no heat flux is not satisfied. As a consequence of the heat flux at the
boundaries, a vertica’ velocity may occur there, although there is no
horizontal motion. It may be found from the first law of thermodynamics, in
the absence of friction and heating, that the vertical velocity at the upper
and lower boundaries may be related to the local time derivative of the

temperature perturbation by

i, V2
ot + (Prne ) w=20 (3.7)

As discussed in Dutton (1976b), the upper and lower surfaces are not true lids
but may be viewed as surfaces to adjacent boundary layers.
The eigenvalue problem may be solved by standard methods, and the

expansion is found to be
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L N H * 2wmx - 2xmx
p'o- 120 nzo m'-io Wy cos (=) + Yong sin(=; )}

s8in{209) sin(&%E;)ez*/ZT* et
T
Note that the expansion in the vertical and latitudinal directions 1s just
that of a sine expansion, while the longitudinal expansion is a general
trigonometric oue.

The expansion for y' may be differentiated as needed and substituted back
into the quasi-geosirophic equation. The base state variables are
differentiated from their spectral forms given in section 2.1 and also
substituted into the equation. The equation is now multiplied by a particular
function of the perturbation streamfunction, and integrated over the domain.
The resulting spectral equations are again quite lengthy, and may be found in

the Appendix.

b. Stability Results

1t was found by experim itation that the stability of the basic state was
strongly dependent upon the magnitude of the eddy viscosity coefficient. The
magnitude of the viscosity coefficient used to obtain the axisymmetric results
was in the range 10 -150 m?secl. When a coefficient in this range was used
in the linearized model to test for stability, it was found that the basic
state was stable to all but the most strongly heated cases. Further thought
suggested the reascn for this result. In the axisymmetric case the eddy
viscosity formulation was being used to parameterize the effects of sub-grid
processes. Richardson's work (1926) appears to supply reasonabl: estimates of
the eddy viscosity coefficient in this case. But the linearized model demands

not a sub-grid parameterization, but an estimate of the actual dissipation
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mechanisms effecting the pertur'ations. The size of the coefficient must be
reduced considerably in order to model just the dissipation mechanism.

The size of v, way be estimated in the manner of Dutton (1982). For
standard atmospheric values of the known variables, the range of ». . . 'nd
to be 0.4 - 1.2 m?gecl. Accordingly, with this uncertainty of ., th: va.:e
of 1.0 mZsec™l was selected to be the representative value.

The position of the transition curve between the Hadley and Rossby
regimes has been reported from laboratory experiments (Fultz et al., 1959),
deduced from a low order model (Lorenz, 1965), and calculated numerically
{(Miller and Gall, 1983) for the annulus. Apparently there have been no
similar calculations for the atmosphers although the position of the curve has
been estimated by Ceisler and Fowlis (1979) and Dutton (1962). The estimate
from Dutton (1982) shows that the curve is considerably to the left of the
results from the annulus experiaents, although there is some uncertainty due
to the high orders of some of the parameters involved. For example, the
abscissa of the figures shown by Dutton are proportional to h%. An error of
two in the estimate here will shift the curve left or right by a factor of 16.
In spite of the uncertainties, there is approximate agreement as to the
position of the curve from the calculations performed here and the estimates.

About 20 base states were calculated from an axisymmetric model with a
value of the eddy viscosity set to about 15 a2sec] and Pr = 4. The heating
rates were varied from Q = 0.58 to Q =~ 10H (H represents the unscaled heating
field values), and the rotation rates are varied from 0.250 .0 1.50. These
states were then tested for stability to asymmetric, quasi-geostrophic
disturdances. The results for rotation rates smaller than 0.250 and heating

rates larger than 10H are probably out of range of the original scaling of the

axisymmetric =odel. For this reason, the stability results of Pigure 1l do
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Figure 1l. Flow regimes for quasi-geostrophic disturbances growing
at the expense of a caiculated axisymmetric flow. The
calculated flow was from ¢ model with 23 coefficients,
velS a? sec~l, and Pr=4. The stadle Hadley regime 1is
found below the hecavy curve, wvhile the Rossby regime is
found above it. The initially dominant longitudinal
wavenumbers are indicated by numbers next to the sampled
points. Points represented by open circles were stable.
The abscissa is the inverse square of the Ekman nuamber
(proportional to n2) while the ordinate is the thermal
Rossby numbsr (s msasure of the horiszontal temperature
gradient).

)

7



202

not show data points beyond ‘hese values. In the Fi~ure, the open circles are
stable poiats, while the numbers next to the triangles indicate the
longitudinal wavenumber of the most rapidly growing asymmetric disturbance.

The dashed lines indicate, approximately, the regions duminated by a

v
particular mode. The Ekman number is given by Ek = -JLTE .
2qh

There are three poirts to .- mentioned concerning these results. First,
the agreement between Dutton's estimates and the present calculations is good
provided that the scaled value of d is 450 w. This number seems reasonable as
is the quarter-wavelength of the eddies in the free atmosphere which seem to
be i:0st important in the dissipation of energy. Second, the transition curve
appears at a value of the vertical wind shear o. 2 m sec lkm™l —- 1a
agreement with the results of haroclinic instability etudies. Thiru, the
dominant wavenumber decreases with decreasing valuss of Ek'z, in agreement
with the results of Geisler and Fowlis.

The trarsition curve represented a true instability boundary from a
steady regime to a wave-like regime. The eigenvalues of the frequency
occurred in complex pairs. The real part was negative for the stable cases,
indicating that the disturbances were being damped. But as the heating was
increased, the real part approached zero and finally changed sign —
indicating an amplification of the disturbances. Since the imaginary part was
nonzero, the amplifying disturbances were aluo periodic (wave-like). This
beravior of the eigenvalues signals a Hopf bifurcation. For a point that 1is
barely unsrable — at a value of Ek~2 = 220 in Figure 11 — the e-folding the
was about 1800 days and had a phase speed of 3 sec”l. The most unstable
point at the same value of Ex"2 had an e~iiclding time of 8 days and a phase

speed of 7 » sec”l,
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Further study was made of the growth rates with a different set of
axisymmetric model pirametecs. The 3oal here was to seek the axisymmetric
state which would yield growth rates similar to results puhblished in other
studies.

Giesle. and Garcia (1977) 1illustrate the initial giowth rates for
disturbances growing in a baroclinically unatable, horizontaliy uniform zonal
flow. The conditions are assumed to be iaviscid. Both the Green modes and
Charney modes are preseat. The calculations were performed for several
combinations of three wind profiles and two temperacture profiles. The results
included a description of the amplitudes and phases of the unstable modes, but
it is the growth rates that will be discussea here.

It was found th~t Charney modes had an initial e-foiding time of 2.5 days
and the green modes about 8 days for profiles of wind and temperature that are
characteristic of the uid-latitudes in winter. The calculations were repeated
with the same wind profile and an is .thernal temperature distribution in order
to assess the effects of increasing static stability. The results indicaced a
generally slower rate of growth for all waves. The Charney modes had an
e-folding time of 3 days, and the Green modes about 11 days.

In order to compare the results of Geisler and Garcia with those of this
study, it was Jecided to celculate axisymmetric base states for increasing
heating rates and to test them for stability to quasi-geostrophic
disturbances. A model of 46 coefficients was selected (v = 86 mZsec™l) along
with a heating pattern that was more representative of the obaerved pattern.
The Prandtl number was set to 4, and the viscosity parameter in the quasi-
geostrophic equation was set to zero.

It was found by experiment that the base state had to be very energetic

in order to achieve growth rates of 2.5 days for the Charney modes. For the
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selected value of v = 86 m?sec™} the heating rates had to approach 10°K/day in
the tropics and polar regions — of coures, lower heating rates would be
sufficient if the viscosity coefficient were taken to be smaller.

The axisymmetric flow that corresponds to the large heating rate is a
very energetic one, The zonal wind has a maximum value of 70 m sec™l at 50°N
and 10 km. The Hadley circulation contains a single cell centered at 30°N and
10 km. The meridional velocities peak at 26 m sec™l in the upper levels and
reach 13 m sec™! in the return flow at lower levels. The maximum vertical
velocity is 3 cm sec-1 at the equator.

Profiles of zonal wind and potential temperature from the model at 50°N
are shown in Figure 12 and 13. For comparison, observed profiles for the
winter period arc shown as dashed lines. The model solution is seen to be
much stronger, with vertical wind shears beirng 3-4 times larger. The
potential temperature profile is more stable than the observed one., The model
profile deviates relatively little about the isothermal state up to 8 km. The
only region of low static stability is from 8-10 km, and the value of the
stability in this region is about equal to that observed thriughout most of
the troposphere.

From the results of quasi-geostrophic theory, it 1s known that the growth
rates are dependent on both the static stability and the wind shesrs. The

dowinant term here involves the square of the vertical wind shear divided by

fozﬁ

the static stability (~ ——E—g-(%%)z). In the case of the observed profile
the low static stability and smaller wind shear yield the calculated growth
rate of ~ 3 days. For the model results, rather high static stabilities need

correspondingly large vertical wind shears to give the same growth rates.
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4., Discussion

The results of this study showed the practicality of calculating steady,
axisymmetric base states and of testing these states for stabiiity to quasi-
geostrophic disturbances by spectral methods. The base states were either onme
or two—celled in structure, not the three~celled structure of observed axi-
symmetric flow. Similar base states were calculated by Miller and Gall (1983a)
for a spherical annulus, although the numerical procedures and forcing
characteristics were quite different. As suggested by them and found in this
study, the upper lid appears to have a profound effect on the nature of the
flows. This 1id seems to be responsible for the splitting of the single Hadley
cell into two cells at sufficiently low viscosity and/or strong forcing.

The nature of the heating may also play a critical role in decermining
the nature of the steady flows. In the annulus experiments (and models) the
forcing 1s accomplished by maintaining the boundaries at specified
temperatures. The fluid response is to establish narrow, boundary layer jets

ijacent to the boundaries. The forcing used in this study was of a smoothly
varying field over the interior of the fluid. There was little reason to
expect narrow boundary layer jets to form, and this was basically the case.
The possible exception was near the 1lid, where a relatively narrow layer of
po’rward moving fluid could form if the system were heated strongly enough.
There is additional evidence that the nature of the steady solutions differ
rather fundamentally between internally forced and externally forced flows.
Higgins (1984) has found from a low order spectral approach that externally
forced flows have movre regions of multiple solutions than do those that are
internelly forced. The complexity of the equations of this study, although
numbering only 23, was more than sufficient to prevent the search for regions

of multiple solutions.
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The presence of the lid also appears to be the cause of the high static
stabilities in the upper levels. This is achieved by trapping the warm,
rising fluid under the 1lid. The result of this 1s to form a profile that 1is
statically stable at the top and bottom, but has low stability in the
interior. In fact, as the heating was strengthened, it was found that this
interior layer became less and less stable, while the fluid at the top and
bottom remained stable.

The axisymmetric flow was tested for stability to quasi-geostrophic
disturbances. The domain for the disturbances differs from that of the
axisymmetri~ flow in that the disturbances are not contained by a true lid.
This difficulty arises because of the problem of matching the boundary
conditions between the axisymmetric flow and that of the quasi-geostrophic
disturbances. The use of boundary conditions, chosen to be both similar and
convenient, results in horizontal surfaces that are no-slip with respect to
the horizontal velocity components, but permit vertical velocities. It is
difficult to assess the effects of this condition on the growing disturbances.
There should, for example, be some reflection of waves from the upper and
lower surfaces, but it would take additional study to determine the relative
size of the effects and their i{importance on the incipient disturbances.

Because this study was devoted to demonstrating a particular technique in
support of the stability studies, there was no study of many interesting
aspects of the stability calculations. For example, no studies of the
structure of the amplifying waves were done such as in Miller and Gall
(1983b), nor was the stability curve of Figure 1l calculated for base states
with differant parameters other than the chosen set. More complicated heating
patterns could have been used, along with somewhat more generous truncation

limits to the axisymmetric model.
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The study re-zffirmed the fact that the axisymmetric solutions are not
quasi~geostrophic in nature. Further, the stability results will differ from
other studies because the disturbances are growing at the expense of a Hadley
cell thet is statically more stable over most of its domain than the observed
axisymmetric flow. The observed flow is presumably the end result of the
growing disturbances and presents a less stable environment for the local
growth of later baroclinic disturbances. Thus the physical interpretation of

the present study differs from those based upon observed profiles for the base

gtate.
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The spectral equations of the axisymmeiric model and the quasi-
geostrophic disturbances are given below.
may be found in Henderson (1982).
The three partial differential equations (zonal momentum, meridional

vorticity, and thermodynamic equations) become five spectral equations.

APPENDIX

More detail as to their derivation

First we consider the axisymmetric model.

This

1s because the even and odd modes of the meridional vorticity equation are

most conveniently written separately, and the thermodynsmic equation may be

written as two equations goveraing the modes possessing vertical variation

and the barotropic modes.
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The perturbation form of the quasi-geostrophic equations may also be

split into even and odd modes. The equation governing the even modes is
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There are sev~ral factors which arise from the integrations. These are
given below in their integral form; wmost can be expressed in a closed fora

which may be found in Henderson (1982).
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CHAPTER 6

On Cloud Street Development in Three Dimensions:

Parallel and Rayleigh Instabilities

T
Hampton N. Shirer {

Department of Meteorology .
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l. Introduction

Cloud streets in the atmospliere generally are beiieved to occur as a
result of a combination of two dynamic and one thermodynamic mechanisms
(Kelly, 1977; Brown, 1980). Tuhe first dynamic mechanism is an irrotational
one by which secondary circulations may grow via extraction of energy from the
component of the large~scale wind perpendicular to the roll axis; because this
can occur only when an inflection point exists in the wind profile, this
instability is called the inflection point instability (Brown, 1972; Etling
and Wippermann, 1975)., The second dynamic mechanism is a combination of a
rotational and a viscous one by which roll circulations may develop via
extraction of energy from the component of the large-scale wind parallel to
the roll axis, and so this instability is called the parallel instabiiity
(Lilly, 1966). Most investigators believe that this latter dynamic mechanism,
which requires rotational and viscous terms of the same order of magnitude, 18
of secondary importance {(Brown, 1980), although there are some who belfeve it
may be significant (e.g. Etling, 1971; Gammelsrgd, 1975). The thermal
mechanism 13 manifested by convective parturbations extracting energy from the
basic state thermal structure, and this instability is labelled the
Rayleigh-aéaard instability (Asai, 1970; Kuettner, 1971)., Latent heating
effects can be incorporated into the thermal instability, resulting in a
modified form for the governing dimensionless parameter, the Rayleigh number
(Krishnamurti, 1975; Mitchell and Agee, 1977; Shirer and Dutton, 1979). In
the absence of rotational effects, the wind shear perpendicular to the roll
provides a stabilizing effect (Ogura and Yagihashi, 1969; Kuettner, 1971;
Asai, 1972), and as a result of this, the convective rolls have alignments for

which the influence of the perpendicular shear is minimized (Shirer, 1980).
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Although three mechanisms for roll development have been identified, they
do not lead necessarily to three independent roll solutions once the effects
of wind and stratification are included in a single analysis. Indeed, in a
preliminary study of moist, three-dimensional shallow convection, Shirer
(1982) presented evidence thut the parallel and Rayleigh-Béﬁard instabilities
are actually speciai casas of a single instability mechanism. But his model
was not sufficiently general, primarily because it could not support nonlinear
roll solutions for the case of pure parallel instability, which is given
physically by neutral stratification and mathematically by the vanishing of
the modified Rayleigh number. In addition, the latent heating effects were
not included correctly, and this led to incorrect branching results. 1In this
article, we present a larger three-dimensional truncated spectral model of
shallow convection in order to eliminate the above deficlencies. We will find
that the results on expected roll geometry that are given in Shirer (1982)
are correct; but they are incomplete becarse more roll modes than he found are
possible in a weakly stably stratiffed atmosphere.

The present model is a generalized version of the one presented in Shirer
(1980), 1in which only two-dimensional convection was discussed. 1In that
study, an arbitrary background height-dependent horizontal wind was included,
although no rotational effects were, and so the ambient wind shear was not an
energy source for the secoadary flow. Latent heating was assumed to occur
everywhere in the upward branch of the iirculation, and so all upward motion
wag assumed to be moisi adiabatic, 41l downward motion, dry adiabatic. In
addition, eddy dissipation terus were included to represent energy loss to
smaller scales., Several japrovements have been made in the formulation of the
model discussed here. Three-dimensional convective flow is assumed and

rotational effects are included; moreover, a cloud base at a prescribed level
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z] in the middle of the domain is possible, in which case only the upward

moviag air above the level zj 1s assumed to be cooling molst adiabatically.

As war found in the preliminary version (Shirer, 1982), the form of the

nonlinear convective flow is two-dimensional when the Fourier coefficients of

the wind shear profile are nounzero, so that roll solutions develop first. The

model can represent the parallel instability mechanism, because branching

solutions occur i{n the neutral limit of vanishing modified Kayleigh number

when both the Cotiolis parameter and the Fourier coefficient of the

roll-parallel shear component are nonzero. Apparently the inflection point

instability mechanism is filtered by the restriction to wave number 1 Fouriler

ccaponents of the background wind field; additional harm~nics would be needed

in order to capture the inflection point in the wind profile, and hence the

instability mechanism. As in th. preliminary model, laterit heating does not

affect either the roll geometry or the existence of convective instability,

but serves primarily to reduce the necessary critical value of the

environmental lapse rate. Physically, this reduction corresponds to that

given by the slice method (Bjerknes, 1938), which is a modified version of the I
conditional convective instability criterion for parcel motion; moreover, this ,
reduction 1is proportional to the cross-sectional area of the cloudy region in

which latent heating is occurring.

Of primary concern in this article is a discussion of those results from
the model that may be compared with observations sush as those taken during
the Fall 1981 convection and turbulence experiment KonTur (Brummer and Grant,
1985). The simplest comparisons can be msde between the modelled and observed
alignments of the cloud bands, given here by the angle @ between the voll axis
and esst, and the horizontal wavelength L of the bands, given by the aspect

ratio A = 2z7/L anrd by the domain, or circulation, height zy. Expected
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values of these parameters are obtained from an analysis of the linear
stability of the conductive solution from which the nonlinear flow develops.
In many studies (e.g. Lilly, 1966; Brown, 1970, 1972; Asai and Nakasuji,
1973), the linearized partial differential equations can be reduced either to
a single high-order ordinary differential equation in the amplitude of one of
the dependent variables, or to a system of ordinary differential equativns ia
all of the amplitudes. The resulting system is solved numerically, often by
using finite differences to represent vertical derivatives, and then the
expected values of © and L are those associated with perturbations having the
fastest exponential growth rates. Thus, the temporal behavior in the vicinity
of an unstable solution is assumed to provide inforumat’on on the resulting
stable nonlinear solution. A serious shortcouing of this approach, though, is
that {t {s strictly valid only for slightly supercritical cases, but it is
often applied to a wide range of supercritical parameter values. When the
numerical results are interpreted, a standard assumption is that different
ranges of 9 and L are characteristic of solutions originating from different
physical instability mechanisms; however, the possibility exists either that
only one response might be allowed or that a wide variety of responses might
be created by the combination of two or more instability mechanisms. To aid
in determining which possibility occurs, a more direct method of analysis than
that outlined above is needed.

Such a method is provided by an slternate approach to the problem that 1is
equivalent in many respectes to the above point of view. In this second
approach the critical value R, of an external parameter such as the Rayleigh
nunber Ra or the Reynolds number Re is determined; at the critical value, the
trivial, or conductive, solution {s neutrally stable and nonlinear convective

solutions emanate, or bifurcate, from the trivial solution at this critical
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value (looss and Joseph, 1980). When the solution branches toward larger
values of R, we find the following: For values of R<{R., perturbations damp,
and for values of RDR., perturbations grow toward the stable nonlinea~
convective solution. But the values of R. depend on the ragnitudes of such
auxillary parameters as 9 and L, and fo the preferred values of © ard L are
those that produce the minimum values >f R.; physically this corresponds to a
release of the instability and a vertical transport of heat via a convective
configuration that can most easily accomplish that task. Moreover,
bifurcation theory ensures that each such aminimum value of R, is associated
with a nonlinear branching solution and hence a possible roll mode. When
truncaied spectral models are used rather than infinfite-dimensional partial
differential equations, then the functional dependence of R, on the other
parameters of the problem can be determined via examination of either an
explicit expression for R, or from the real roots of an explicit polynomial
governing R.. In addition, the amplitudes of the nonlinear roll solutions
can be given explicitly, and they usually correspond to cloud bands having the
same spacing L that was given by the minimization procedure (Shirer, 1980).
Thus, a more thorough knowledge of the dependence of the expected roll
geometry on such additional parameters as the Coriolis parameter f or the
Prandtl number P can be obtained from such an analytical analysis than that
possible from a purely numerical one.

A major drawback of the low-order spectral approach is the severe
truncation to a very few horizontal and vertical wavenumbers. In the model
presented here, only a portion of the background wind shear is considered in
the dynamic forcing——that portion having the same vertical wavenumber as that
of the convective cell. But this can be a serious disadvantage in some cases.

For example, at least twvo vertical wavenumbers would be needed in order to
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capture even some of the information concerning the existence or location of
an inflection point in the wind profile. As a consequence, the nonli ar
response to the inflection point instability cannot be studied, although such
a filter has the advantage of allowing a direct study of only the parallel
modes. Thus the present analysis is only one step in a series of studies in
which more information is added gradually until eventually the essential
information in tne large-scale forcing can be separated from the inessertial,
In the problem exsmined here, a crucial observaticn is that the cricical
parameter values of R. are nonlinear functions of the other parameters. By
interpreting physically the minimum value of R. to be the acceptable one, we
must perform an extremum analysis on this nonlinear funcrlon. This type of
analysis leads to consideration of a ncnlinsar polynomial in the auxillary
parameters, and as a cousequence the linear problem beiomes a nonlinear one.
Surprisingly, because it is one involving such qualitative irformation as the
number of real roots to the polynomial describing the minima of R., we are led
naturally to ask the same tyne of topological questions concerning the form of
the expected critical value of the bifurcation poiut that were discussed in
Shirer and Wells (1983) about the form of the branching nonlinear solution
iteelf. In the presant analysis, if multiple solutions to the minimizing
polynomial are possib.e, then we must ask whether all classes of transitions
from one preferred mode to another are able to occur, T1f some transitions are
not alloved, then in some sense the wm.del is too restricted and scme crucial
degrees of freedom are uissing. With the technique developed in Shirer and
Wells (1983), the necessary degrees of freedoan could be added and the
resulting parassters associsted with crucfal physical effects. Results of

this type are not possible from numerical snalyses of the governing linearized
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partial differential equaiLions because explicit polynomials controlling the
branchirng behavior are not determired.

In the present model, we find that only one minimum value for R. exists
when the atmosphere is stratified neutrally or unstably. For an Ekman profile
in a neutral atmosphere, the preferred orientations -nd aspect ratios depend
strongly o. the Ekman depth, which we can consi{der explicitly here because we
do not use it as a scaling parameter. Fer Ekman depth D = zp/(27), we find an
orientation angle 9 ~ -18° with respect to the geostrophic wind vector and a
dimensionless waveiength L/D ~ 18. These values agree fairly well with those
reported by Lilly (1966), Faller and Kaylor (1966), and others for the
parallel mode. A depth of z7/(1.37) produces © ~ 4° and L/D ~ 13 in excellent
agreement with Faller and Kaylor (1967). Moreover, when D = zp/¥, we find
that 6 ~ 18° and L/D ~ 11, which are values normally attributed to the
inflection polnt mode (Brown, 1972; Asai and Nakasuji, 1973). These
dependencies on the Ekman depth do not seem to be addressed in the literature
and indicate that the usual convention of using D as a scaling parameter might
magsk some interesting behavior. 1In both of the above cases, the hoéizontal
wavelengths L are of the order of 4.5 km when the circulation depth zp is 1
km; ratios L/zp of this magnitude are larger than those often cited for the
inflection point and thermal modes (Brown, 1980), but have been observed to
characterize some cloud streets by Walter (1980), Walter and Overland (1984),
and Kelly (1982, 1984).

The above results apply to parallel modes that extract energy from a
cosine mode of the backy: ound wind profile, and the values of O and L seenm
to agree with previous ones when D/zp ~ 1/3 - 1/5. But Ekman depths for
actual cloud streets can be in the range zy/2-zr (Brummer and Grant, 1985) for

which the cosine parallel modes have unrealistic orientations. Here we
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briefly consider the parallel modes originating from a sine mode of the
background wind and we find that these roll circulations are oriented in the
range * 20” when D ~ z7/2 or larger. These caiculatious are intriguing and
suggest that the cosine parallel modes characterize boundary layers having
small Ekman depths, while the sine parallel modes characterize boundary layers
having larger Ekman depths. Further work is needed to substantiate these
conclusions,

When the stratification is stable as many as five local minima for R,
exist and the branching rolls derive their energy from the shear in the mean
wind. The resulting roll geometries divide into two types. The first type is
characterized by aspect ratios that are much less than 1 (or L >> 2z7),
corresponding to roils that are relatively widely spaced, and by orientation
angles for which the Fourier coefficient of the roll-perpendicular shear is
nearly zero; this roll derives significant energy from the roll-parallel wind
shear. Sommeria and LeMone (1978) and Walter and Overland (1984) preseat
evidence of such widely spaced rolls, which have width to height ratios of
15-30, The second type involves aspect ratios of order 1 (or L ~ 22z7),
corvesponding to rolls that are about half as deep as they are wide, and by
orientation angles for which both Fourier coefficients of the shear are
non-zero; this roll derives significant energy from both components of wind
shear., Two orientations are possible for these second modes, and they are
30°~50° on either side of the orientation for a roll developing in a neutrally
stratified atmosphere. Of note is that when the Ekman depth D = zp7/(2%), then
these second modes would have orientations near +15° and dimensionless
wavelengths L/D near 12. These are the orientations normally associated with
inflection point instability and so there 1s the possibility that these secoad

modes are related to the inflection point modes. Of course, for this
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hypothesis to be verified, w wouid need to examine a model containing enough

additional wavenurbers to represent explicitly the inflection polnt modes

themselves. An alternative possibility is that these modes are the ones found

by Kaylor and Faller (1972) in a stable rotating Ekman layer. They associated
these modes with propagating internal gravity waves; moreover, they found that

these modes extracted energy from the background wind field via the same
mechanism as that responsible for the parallel instability modes.

Thus, we find that for a wide range of Reynolds numbers, or wind speeds at
the top of the domain, the aspect ratios of both classes are within those
typically reported when that particular class is associated with the global
minimum value of R, (see LeMone, 1973, and Kelly, 1984 for recent summaries).
Although the above variations in orientation angles are large, some

investigators have reported observed alignments in the range + 25° from the

mean wind direction (Plank, 1966; Weston, 1980). With increasing wind speed at

the top of the domain, differeut local minima become the global minimum,

leading to discontinuous jumps in the preferred orientations and aspect ratios

of the rolls. This may be interpreted as a change of mode within the
parallel/thermal instability regime; more complicated behavior might be
expected when enough degrees of freedom are included to allow modeling of the

inflection point instability. In addition, we find that rolls may develop for

all ranges of lapse rates owing to the combined parallel/thermal instabilicy
mechanisa. But this 18 not a contradiction of the results of previous
investigators (e.g. Brown, 1972; Wippermann et al., 1978) who showed that rolls

could not develop in a sufficiently stable atmosphere. The values of both the

Rayleigh number and the Reynolds number must exceed their respective critical

values for rolls to develop, and this is equivalent to requiring that the value
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of a Richardson number must not be too large. 1In this sense, then, rolls may
exist only in either a weakly stable or an unstabie thermal stratification.

We conclude that the problem of expected -oll geometry is a surprisingly
complicated nonlinear one that must be studied carefully. Because analyses of
truncated spectral models lead to specific polynomials controlling the
critical values of the external parameters and their extrema, these models are
the natural ones to use for identification of all possible observable modes.
Moreover, with recently developed techniques from nonlinear mathematics
(Shirer and Wells, 1983), we can identify the crucial physical effects
governing transitions from one class of modes to another. In this article, we
present an analysis of a low-order model able to represent secondary
circulations arising from a combination of the parallel and thermal
instability mechanisms; we illustrate the results with an Ekman profile, and
show how they depend on the Ekman depth. Application of the results to three

cases from KonTur is presented in Shirer et al. (1985).

2. Development of the model

We study here three~dimensional moist shallow Boussinesq convection
arising in a rotating fluid that is forced both thermally and dynamically.
Consequently, we consider the secondary flow to be a perturbation superimposed

on a hydrostatic, stratified, moving reference state given by

Vy(z) = U(z) 1 + V(z) § (2.1)
To(z) = Too = e 2 (2.2)
Po(z) = Poo ~ Poo & 2 (2.3)
Po(2) = Pgo (2.4)
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in which the unit vectors are directed eastward and northward and Tgo, Poo»

Poos and the eanvironmental lapse rate Yo are constants. The basic curreat

Vg(z) 1s of larger temporal and spatial scales than the convective flow and so

i{s not constrained to be a solution to the Boussinesq equations. Moreover,

we assume that the basic state 1s time-independent and so investigate only the

means by which mean wind shear and thermal stratification affect the initial

development of the convective motion.

The domain is illustrated in Fig. 2.1 in which the cloudy areas are

indicated by hatching. The domain is 2%-periodic in the x~ and y-directions,

but is bounded in the vertical by the ground and the inversion height zT; for

simplicity we assume thesre to be free upper and lower boundaries on which the

vertical motion and temperature perturbations vanish. The c'oudy areas are

modeled by assuming that only the upward moving component of the flow above
cloud base z) is moist adiaba.ic, with all other parts of the flow being dry
adiabatic. 1In this way, the effects of water and its phase changes are
represented {mplicitly. This is a refinement of the assumption used
previously in Shirer and Dutton (1979) and Shirer (1980), in which all upward

motion was moist adiabatic. The present approximatfion corresponds to the

slice method stability criterfon introduced by Bjerknes (1938).

Upon writing the dependent variables as

vix,y,z,t) = Vu(z) + v'(x,y,z,t) (2.5)
T(x,y,z,t) = To(z) + T'(x,y,z,t) (2.6)
p(x,y,z,t) = polz) + p'(x,y,z,t) (2.7)

(2.8)

P(x,y,2,t) = po(z) + p'(x,y,2,t)
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we may write the shallow Boussinesq system as

3y' QYH
—_— teVy! «Vy! L% ixy! +
3t + y'eVyt + YH y' +w 32 + 2ixy poo
-1 2
- ' it - v ! -
gT'T,, &~ VWi 0
aT’

i

V'Y' = (

-lvp'

2
i teG! QT 1 - ' -y %8 = kV4T!' =
+ y'¥T' + yH T' +w (Yd Ye) + w+(Ym Yd/ xVoT 0

in which x is the (constant) eddy thermometric conductivity, Vv is the

(2.9)

(2.10)

(2.11)

(congtant) eddy viscosity, Yo is the (-onstant) eunvironmental lapse rate, Y4

is the dry adiabatic lapse rate, Y, 18 the (constant) moist adiabatic laf.e

rate, and § is the angular velocity of the earth.

term wy'(Yp-Y4)8, we define

- {w' if w> 0

v+ 0 1f w<O
1 if 2z) <z { z7
$ =01 0¢z< 2

For the latent neating

(2.12)

(2.13)

in which 2z} is cloud base. We note that because the horizontal and vertical

velocity components are of the same order, we have included both the

horizontal and vertical cosponents e = 2Rcos¢ and f = 20siné of the Coriolis

force in (2.9). Alsoc, we note that a solution to (2.9)-(2.11) is ome for

which all perturbations vanish, and this solution will be referred to as the

.

fﬁ)

o o mem———
.4 -

4
ll""d5 Y.



B . N mbeee s o , : /,y

237

conductive, or trivial, one. Nonvanishing perturbations will correspond to

the roll solution.

2,1. Dimensionless forms

For convenience we cast the system (2.9)-(2.11) in dimensionless form.
The horizontal wavelengths of the periodic flow are Ly and Ly respectively,
and they provide the appropriate horizontal length scales. The inversion

height zr is used to define the vertical scale, but this corresponds to only a

. half wavelength (Fig. 2.1). Consequently we define
x = x* L./(2%) (2.14)
y = y* Ly/(27) (2.15) |
z = z* zp/*n (2.16)

We did not use an Ekman depth D in (2.14)-(2.16) because we are developing a |
model having more applications than to only ar Ekman profile. We show in &
Section 3.2.1 that variaticns in D can produce some large changes in the
preferred orientations and wavelengths of the rolls.

In order for the systems to ha“e as limits the two-dimensional cases Ly**

and Ly*®, we use the horizontal wavelength

Ly = (L2 + L.,.'z)'ll2 (2.17)
in the following definitions
t = t* zp Ly/(2%2x) (2.18)
':
u' = u* KW/zp (2.19) |
v' = vt <%/zp (2.20)
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w' o= Wk 2k /Ly (2.21)
U = U* x%/zp (2.22)
V o= v kn/zp (2.23)
T' = T* VK Too %3/(g zp3) (2.24)
p' = p oy x202/zp2 (2.25)

We have chosen the length scales in (2.19)~(2.23) merely for convenience. The
dimensionless systems will have a simpler form with the above choice than it
would if u and v had been sccled by Ly and w by z.

With the additional definitions of the aspect tatios

a =2 zr/ly . (2.26)

b = Ly/Ly (2.27)
2.1/2

A=2zp/ly=a(l+b) (2.28)

the Rayleigh nuamber

R =g zr? (Vg = Yg)/ (VK Toon4) (2.29)
the latent heating parsameter

H = g 2r? (Vg = YQ)/(veTooth) (2.30)
the rotating Reynolds numbers, or dimensionless Coriolis teras,

et = ¢ z72/(v¥2) (2.31)

fht =t g-rzl(\)lz) (2.32)
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the Prandtl number

P = v/k

and the gradient and Laplacian operators

- - 2 -
Teygqs+ bZ) 1/2 3__ +1b Q@+ b2) 1/2 3 +
ax* -~ ay*
-2 2 3% 2.2 2% @t
V" = g +a b
3x*2 ag* 3%
we may rewrite (2,9)-(2.11) in the dimensionless forms
~ * - * -
32—-+ Y olut + v eVt + w*ﬂ!_ - £*eA7l v 4 etpet
ati “H az*

- * -] -
+ (ebd)1/2 32: - A7 - 0
Ix

] - - * -
v, vt + Y;°Vv* st A, I T
e* az*

- * - -~
R T C D VL I L

ay*
P . . - _ *
W + el + YR Tt - P 2 ot + A 2 3p~
» - ~H *
ot dz
-2 # -] =2 %
N SR T 0
. - - - -~
22; syt . Y;.vTi P e T 1vzr. -0
ot +
-
v.! - 0
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(2.33) l

(2.34)

(2.35)

(2.36)

O

(2.37)

[y
H
i
'

(2.38)

(2.39)

(2.40)
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That (2.36)-(2.40) is a suitable generalization of a two-dimensional system
can be verified easily by noting that b*0, or Ly*Lx, produces a system with no
variation in the y*—direction, and b**, or L“*Ly produces one with no

variations in the x*~direction.

2.2, Spectral model

The smallest spectral model of rotating convection was studied by Veronis
(1966), and it is the appropriate one on which to base the present model; in
the irrotational case, the Veronis model reduces to the one discussed by
Lorenz (1963). In the Veronis system, one wavenumber i{s used for representing
the vertical velocity field, two for the horizontal velocity field, and two
for the thermal perturbation. Here we ugs2 the same distribution of harmonics
as in the Veronis model, but because we are studying three-dimensional flows
in the presence of an arbitrary horizontal basic current Vy(z), we must use
all four possible combinations of the trigonometric functions in order to
represent all possible phase relationships created by the linear terms in
(2.36)-(2.40).

Consequently, an appropriate form for the spectral expansion is

q* = [ql sin(x* - y*) + 1, cos(x* - vh) + q, sin(x* + y')
+q, cos(x* + y*)] cos(z*) + q sin(2(x* - y*)] (2.41)
+ q cos [2(x* - y*)l +q, sin[2(x* + y*)l

+ cos[2(x* + y*)]

g

. [wl cos(x* - y*) + v sia(x* - y.) + w, cos(x" + y*)

2 3

+w, sin(x* + y*)] etn(z*) (2.42)
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]

5 = [T cos(x* - y*) + 1T sin(x* - y*) + T, cos(x* + y*)

1 2 3

+ T, sin(x* + y*)] sin(z*) + T_ sin(2z*) (2.43)

4 5

in which q* represeats the form for the u*, v*, and p* expansions. These
expansions provide representations of every linear term in (2.36)-(2.40),
except for the horizontal component e* of the rotating Reynolds number.

Either more wavenumbers in the vertical or a mixture of sinz* and cosz*

terms would be needed in the expznsions in order for e® terms to remain in the
spectral system; we consider the latter case briefly in Section 3.3. We ncte
that the filtering of the e" effects by the above truncation does not seem to
caugse gserious prohlems in view of the results of Etling (1971), who notes that
the orientation angles of the rolls are controlled by the vertical component

£* of the Coriolis force.

2.2.1 The roll form. The 33-coefficient spectral model obtained by

substitution of (2.41)-(2.43) into (2.36)-(2.40) can be reduced to a
17-component one by using the spectral versiown of a'v' = 0 first to produce
diagnostic equations relating the pressure coefficients py to the other
coefficients uy, vy, w;, and Ty, and second to express the vy components as
functions of uy, wy, and Ty. This {s the standard approach for three-
dimensional incompressible systems (e.g. Dutton, 1976) and accomplishes the
same task as that of the formation of vorticity equations /n two-dimensional
systems. Upon inspection of the resulting 17-component model,
we find that the complete spectral
system is composed of two 9-component subsystcas:

Ry = (uy, u2, us, ug, w1, w2, Ty, T2, Ts)

R2 = (u3, w4, v7, ug, ¥3, w4, T3, T4, Ts5)

If all the components of one subsystea are zero initially, then they always
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will remain so; as in earlier models (Shirer and Dutton, 1979; Shirer, 1980),

this behavior 1is typical of the primary convective solution that branches from i*
che conductive, or trivial, one at the critical modified Rayleigh number.

Nonlinear solutions in which all 17 components are nonzerc would be secondary

branch¢ 3 in this model, but we do not consider them here. Beca'.se the equations

:ontain Pourier coefficients of the background wind field, the R; and R}

subsystemas cannot be reduced further. Upon inspection of the expansions

(2.41)-(2.43) for the dependent variables, we see that <) is assoclar.d .
physically with two-dimensional rolls having axes parallel to Zhe line x* =yt

while Ry is associated with rolls having axes parallel to the line x* = -y*. :

Thus, R] and Ry represent roll solutions that ar- perpendicular t: one another

in the dimensionless ccordinate system, b'. are actually separated by the angle

B = 2 tan~1(1/b) = 2 tan"l(Ly/Ly) (2.44)

A = e o

We conclude then that a fundamental role of the basic wind field is to
organize the convertive solution into bands, a result consistent with the
typical observation that rolls develop during windy, statically unstable
conditions (Kuettner, 1971). The same type of organization also will occur
during windy, stadble conditions, however, when the secondary circulations can ;
derive energy from the mesn wind.

In order to determine the expe:ted roll geocaetry, we assume thrt the
preferred orientation angles and aspect ratios are those thet yield the smallest
values for the critical modified Rayleigh number Rgy., or equivalently the
saallest values for the critical Reynolds number Re.,. PFor some values of the
external paramsters, we will find {n Section 3 that two or more orientation

angles msy produce minimum values for Rp.; these angles rarely differ by as much

as 90°, and vhen they do, the values of Rgc are not identical. Without loss of
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generality, then, we may assume that one branch, say R}, will be associated with
the roll that develops first at the absolute ainimua val:ie of Ry.. In order to
simplify greatly the analysis, we rotate the (x*.y*) coordinate system in the
horizontal plane to (;.;), i{n which the x and ; axes are respectively parallel
to and perpendicular to the roll axis (Fig. 2.2). The orientaticn angle © is
ther the argle between east an. the roll axis, with angles north of ecast being
positive and those south of east being negative,

The appropriate rotations for the eight u; and v4 components in the
(x*,y*) systems tc the ;1 and ;‘ componencs in the (i,;) system are

-1/2

G = (bu+ vi)(1+b2) {=1,..,8 (2.45)

- (-u1+bvi)(l+b2)-1/2 fe1,..,8 (2.46)

;1

If we denora temporal derivatives by an overdot, then the resulting spectral

system 1is

M et - 2 T . A

u v, ug +v2u6 [P(A +1)/A]u1 Azuz*(f P/A)w1 lez (2.47)
- - - = _ ~ A 2 ~ _F _ reM

u, V Ug" Waug + Azu1 {P(A +1)/A]u2 rl"l (f P/A)v2 (2.48)
\:s elow +L 0y - arau, - (Aek ) (2.49)
5 211 2 272 5 2 4776 *
:}--l6-+lf.u+(i+f\)d - WP 4 (2.50)
(] 212 2 21 2 4775 6 *

(ot
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Figure 2.2

[P

(NORTH)
)

X (EAST)

Relationship between the natural coordinate system (x*, y*) and
the roll coordinate system (;, ;)- The crientation angle between
east and the roll axis i~ denoted by 9; orientations north of east

are given by positive values of €, south of east by negative

values of O,

et
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v3 = - w3v7 + wav8 + Flv3 + Slva + F2w3 + Szw4 - BlT3

1 2 - -~ - -
Vo T T VWiVg T WYy TS Vg P F vt Swy - Fow, v BT,

245

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)
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vy kB (w2 - w?) - sy, + 5.y (2.58)
7 T2V T Vv BV, 4 7 % 53 .
v = e v - 2Bww - S.v. - 4APY (2.59)
8 = 2V4"3 T 23 2¥3%, ~ S3Yvy 8 .
¥, - - F3v3 - F“w3 - 50"4 + B3T3 (2.60)
% = P.v, +Sw, -Fw, +B.T (2.61)

4 3V T 2% T Ta¥a T B3t

-je
[ ]

3 w3T5 + (R + Hnl)w3 - 34T3 - ss'rl. (2.62)

e
[ ]

- 8T (2.63)

T5 + (R + Hnl)w4 + SST3 R

4" Yy

in which the definitions for By, Fy, and S; are given in Appendix A.

2,2.2. Controlling parameters. From inspection of the above spectral

system, we see that the appropriate vertical aspect ratio governing the
stability will be A = a(l + b2)1/2 1n (2.28) which is given by the domain height
zp divided by half the horizontal wavelength Ly of the roll. For convenience,
in the remainder of the article we will drop the subscript H when referring to
the wavelength L of the roll. Also, we have used the following Fourier

coefficients A; for the basic wind field and Iy for the basic wind shear:

- q 7 )

A = 2n | u*(z*) cos“z* dz* (2.64)
0

A, =2¢ | v*(z*) cos“z" ds* (2.65)

0
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- -1 T oA 2
Ay = 2m | u*(z*) sin®z* 4z* (2.66)
0
- LA A
A, = 2n 0 [ V") sin®2” d2* (2.67)
0
- LI ~ ~
r, = =t / 3y sin(2z*) dz* = A, - A (2.68)
1 * 3 1
0 3z
~ n "% - - )
I, = n1 / Ll sin(2z*) dz* = - A (2.69) 4
2 * 4 2 ;
0 3z
In which U* and V* denote the components of the background wind in the along- t

roll and the cross-roll directions, respectively (Fig. 2.2).

The Fourier coefficients for the latent heating terms are

At -

3

A

* -1 * *

n, = (1 -2,*/1)/2 + (4m) sin(2z, ") (2.70) 3
ny = - t.(3w2)'1 sin3z.L* (2.71) %

%

0 which zl* is the dimensionless cloud base height. We note that the Fourier \

e ML

coefficients (2.64)-(2.69) represent the portion of the ambient wind field felt "

directly by the roll, and as we show in Section 3, provide emergy to the roll

solutions via the parallel instability.
Latent heating effects enter the system (2.47)-(2.63) in two qualitatively

different ways. First, they lead to definitfon of a modified Rayleigh number

R, = R + Hn (2.72)
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for which Ry > 0 occurs when the environmental lapse rate Ye exceeds a '

weighted average of the dry and moist adiabatic lapse rates; this inequality

may be written as
Ye> (1 =-n1) Yg+n Yy (2.73)

Because n) can be interpreted as the cross-sectional area of the cloudy
region, (2.73) is equivalent to the slice method instability criterion of
Bjerknes (1938). The modification (2.72) of the Rayleigh number is the only . }
manner by which the latent heating effects will enter the characteristic
equation and the stabiiity determination in Section 3.

However, when cloud base is between the bottom and the top of the domain,
a gsecond latent heating term nj {s produced in the equation (2.55) for the

coefficienr T5 of (2.43) that represents the convective alteration of the

[

vertical temperature profile. The term nj was not in the models of Shirer and

Dutton (1979) or Shirer (1980) because they assumed that the cloud base zl*

was at the bottom of the domain; from (2.7)), we see that n3 = 0 in their case

of zl* = 0. In (2.55) we correct an error iz Shirer (1982) who did not

calculate this latent heating term correctly and who consequently produced a T
qualitatively incorrect branching diagram in his Fig. 3.

The need for nj in (2.55) arises from the assumption that latent heating
occurs only in regions of upward motion in the upper portions of the domain.
Consequently, the convective solution altets the background temperature profile
differently above and below cloud base zl* and nj represents some of this
effect. From (2.71) we see that this asymmetric heating is most pronounced and
nj reaches its largest value when zl* = %/2 corresponding to a cloud base in the
middle of the domain; as zl' approaches either 0 or ¥, the asymmetry in heating

vanishes and so does n3. As noted above, this affects only the nonlinear




R

R

o 4 wdhaw

v Rt w4

g, e n

Coge £

) —— - -;.--'-

L P b ompmes, -

249

convective solution through the magnitude of T5 and does not alter the critical
value of Ry,

The coefficient of the n3j term in (2.55) 1is an elliptic integral
involving the Fourier coefficients of the vertical velocity and so its value
depends on the magnitude of the solution itself; moreover, it provides an
energy source in the equation for the only term that links the magnitudes of
the R} and Ry rolls. The possibility exists that a secondary branch connect-
ing the two roll solutions 1is present and significantly affected by the
magritude of the nj term. However, the details of this secondary branch would
be modified greatly in all likelihood in a spectral model containing more
degrees of freedom. Also, the occurrence of an elliptic integral makes
analytic study of these branching solutions quite difficult. Thus, we do not
ianvestigate the secondary branching properties of (2.47)-(2.63). Fortunately,
however, the elliptic integral can be calculated for the two-dimensional R}
and R) branches; {n these cases, (2.55) simplifies either to
2 v 2

- ATy + Hny P 4wy y1/2 (2.74)

or to

1 1 2 2,1/2
w

T. = - =w T3 - <w Tb - (Q/A)TS + Hn3 (w3 + 4 ) (2.75)

The forms (2.74)-(2.75) eliminate the transcritical bifurcatic: shown in Fig.
3 of Shirer (1982) and thereby lead to qualitatively correct Hopf bifur-
cations (see Ilooss and Joseph, 1980). In addition, the corrected systen
contains temporally periodic roll solutions that are sinusoidal functions of

time and whose amplitudes can be calculated analytically, as found by Shirer

(1980) in the case of z;* = 0.
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From inspection of (2.47)-(2.63) and (A.1)-(A.13) we gee that the R; roll
does not depend on the horizontal aspect ratio b, and so this roll does not
feel the presence of the Ry rcll at all. When b=1 and the two rolls are
perpendicular to one another, we find that the equations governing the R roll
have the same form as those for the R; roll. But when b#¥1, the Ry roll
depends strongly on b, and therefore via (2.44) on the angle B separating the
two. Because there is no nonlinear coupling of the two roll forms, there is
no way in this model to determine a preferred value of b or B. A larger model
would be needed containing a secondary solution linking the two rolls (cf.
Chang and Shirer, 1984), and minimizing with respect to b the corresponding
secondary bifurcation point on the Rj branch would likely lead to the expected
separation angle B, Thus, in the remainder of the article, we consider only

the development of the Rj roll.

2.2.3. Energetics. In order to elucidate the energy sources for the Rj

roll, we form an energy equation from (2.47)-(2.54) and (2.74). Upon defining

the energy E as

1 ~2 1 ~2 ~ 2 2 1,.2 2 2
E=gu +3uy tug tug #SAD(w w7
(2.76)
1 2 1 2 2
+ 2 PTl + EPTZ + PTS
we find that
- 2, 2,1/2
E=(R+ Hn1 + 1)P(w1T1+ wZTz) + 2Hn3P(w1 + v, ) '1'5

- rl (ulw2 + uzvl)
- (P(A2 + 1)/A) lﬁlz+ 522 + <A2 + 1)(w12 + wzz) + rlz + rzzl

~2  ~2 2
-BPA(us + ug ) - (8P/A)1's (2.77)
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The first two terms on the right side of (2.77) ave heat flux terms, the
first of which representing the source for the convective instability. The
third term is the usual Reynolds stress term (Dutton, 1976); because it
depends ou the shear compounent il parallel to the roll, it repr:sents the
source of the parallel instability. Not revealed by the energy equation is
the need for the Coriolis term f* in order for thia instability to exist, but
the linear analysis in Section 3 will demonstrate that £* 1s indeed necessary.
We note that the perpendicular shear component fz does not appear in (2.77);
thus, becaue this component is the energy source for the inflection point
modes, we should not expect to find them as solutions to the model. The last
terms are the dissipation terms; instability and roll development occur when
the energy source terms are larger in magnitude than the dissipation terus.

If there were no eddy viscous or conductivity effects included, then there
would be no dissipation and therefore no energetically steady solutions
possible, only amplifying or decaying ones. Although the appropriateness of
using eddy viscosities in atmospheric models is in dispute, they are necessary

here in order to create an energetically consistent system.

3. Expected roll geometry

The simplest results for observable roll characteristics are those given by
a linear analysis of the stability of the trivial solution to (2.47)-(2.63).
This analysis will provide both the preferred alignment and the expected ratio
of the height to the width of the rolls, and these parameters are natural ones
to be compared with observations such as those from KonTur (Shirer et al.,
1985). 1In this section, we will find that a variety of roll configurations are

possible, particularly when the thermal stratification is stable.
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The (linear) stabiiity of the conductive solution to (2.47)-(2.63) is
governed by a seventeenth-degree polynomial that factors into a linear
equation and two eighth-degree poiynomials. The coefficients of one
eighth-degree polynomial depend only ou the Fourier coefficients (2.64)-(2.69)
of the rotated wind field and so from this polynomial we may determine the
value of the critical modified Rayleigh number Ry, (or critical Reynolds
number Re.——see (3.5) below) for the R} roll. The second eighth-degree
polynomial governs the values of Ry, for the Ry roll; as mentioned in the
previous section, these values will be greater than those for the R} roll, and
g0 are not considered in the analysis.

Each eighth~degree polynomial factors further into a product of quadratic
and sixth-degree polynomials. Neutral (linear) stability, bifurcation and
nonlinear roll solutions are signalled by the vanishing of the real part of
one of the roots of the characteristic equation, and it is <asy to show that
this cannot happen for the roots of the quadratic. Consequently, the
sixth-degree polynomial governs the development of the rolls, and this

polynomial can be factored as follows

(W + 1) (7 - (a) +1b) (A? = (e R+ ¢, + 1d) (AN)

1

- [e Ry + e, + 1(E R+ £)]} X (a2 + 1) an? (3.1)

- (8, - 1b)) WM’ - (e R, + ¢, - 1d) (AD)

1

- [‘oRm te - i(foam + fl)]} =0

in which the coefficients are given in Appendix B. Hopf bifurcation to a
temporally periodic nonlinear solution, which has limiting frequency Im(A), 1is
given by Re(Ar) = 0, or by AA = % f{a, When this form is substituted into

(3.1), we obtain the coupled system in the critical Rayleigh number Ryc and a:

—————
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a a2 +da - (e R _ +e,)=0 (3.2)
1 o mc 1 ¢
(A2+l)a3—b02+(cR +c,)a+fR _+f =0 (3.3)
1 0 mc 1 o mc 1 ¢

Only real values for a are admissible solutions to (3.2)-(3.3). The common
roots of (3.2)-(3.3) can be found by dividing the quadratic (3.2) 1into the
cubic (3.3) and then requiring that the remainder vanishes. This leads to a

cubic equation in Rgye

L3 Rmc3 + 1 Rmc2 + 2 Ry + 2 =0 (3.4)

the ccefficizants of which are given in appendix B. It is easy to show that
real roots of (3.4) occur if and only i{f real roots of (3.2)-(3.3) occur and
so all rveal rocts of (3.4) are acceptable.

Significantly, the coefficients %y do not depend on the wind coefficients
51 - Ka, but on the shear coefficients fl and fz; so the stability of the
conductive solution, and hence the value of Ry, can be altered only when
secondary circulations develop in the presence of mean wind shear. This
result is consistent with that obtained by Kuettner (1971) and Shirer (1980).
The magnitudes of Fl and Fz vary as the roll alignment varies, and so the
magnitude of Ry, depends on the orientation angle 6. Finding the minimum
values Rg of Rge will yleld expected orientation angles by producing preferred
values for Fl and fz. As we will see below, the fact that Ry,. is governed by
a cubic equation that may have either 1 or 3 real roots complicates the
analysis considerably.

We can separate the orientation angle from fl and fz by noting that we

may normalize the wind profile by the wind speed |V(zp)| at the inversion

height 27 and define s Reynolds number Re by

N,
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Re = |[V(zp)| zp/v = [V*(®)|x/P (3.5)

With the fact that both the wind shear coefficients Fl and fz are given by
differences between two coefficients for the wind components themselves (cf.

(2.68)-(2.69)), we may express Fl and Ez asg

Fl = Re P [ag cos(8) + a  sin (8)] (3.6)
fz - Re P [a  cos(8) - a  sin (0)] (3.7)
in which
n
ag = = 2" M"Y 0" cos(2:*) d2*
0
(3.8)
z
= - 208 |¥(z) |2 )72 IOT.u(z) cos(272/2,) dz
ag = - 2[|Y*(l)lﬂ2]_lf' v*(z*) cos(2z*) dz*
0
z
= - 2(n]Y(z) 5]t [ T V(2) cos(272/zy) de (3.9)
0

and U and V are the background wind components in the natural east/north
coordinate system. Here 8 is the angle between east and the roll axis, with
positive values for angles north of east. Thus, we see from (3.6)-(3.7) that
Fl and fz are equivalent to Re and 6; in addition, we have separated the wind
shear components into easily measurable quantities as and ag that depend
exclusively on the smbient wind profile and the dimensionless parameters Re
and P that depend on the less accessible values of eddy viscosity V and con-

ductivity x. With KonTur data in Shirer et al. (1985), we determine a5 and ag
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from aircraft obs:rvations of Y(z) and zp and then we ask whether reasonable
values of V and X will produce consistent values for 6, AZ, Rg = min(Rpe), and

min (Re.).

With (3.6)-(3.7) we find that (3.4) may be written in the form

Rped + (k) + kaRec?) Rpc? + (ky + kyRec? + ksRecd) Ryc
(3.10)
+ (kg + k7Rec2 + ksRec4 + kgRec6) =0

We note that if we should -iew Recz as the critical parameter, then (3.10) {is
a cubic pulynomial 1in Recz. In the analysis presentea in Section 3.2, we will
view the problem as simultanecusly one in Ry. and Recz and admit only those
modes corresponding to minima with respect to both critical values. The
results then will not depend on the prejudices of the investigator. Also, we
note that for very large values of Recz, (3.10) becomes a cubic equation in

the (moist) critical Richardson number (Asai and Nakasuji, 1973)
2 oyl
Ric - - R‘c (Rec P) (3011)

Requiring that Ry and Re both exceed their respective critical values then is

equivalent to requiring that Ri < Ri..

3.1 Special cases
There are three cases in which the cubic equation (3.4) for Ry, or Recz
can be factored easily. As a prelude to the general situation presented below

in Section 3.2, we briefly discuss these cases here.

3,1.1 " = 0. The irrotstional case was considered previously in the two-

dimensional model of Shirer (1980). Here the roots of the cubic (3.4) are given by

e o o
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2
-

R, - 2+ D32 4 af 2 (e e+ DY) (3.12) i

]
and
=20+ 1) W P’ - a? - i

(3.13)
t 1 2a% + 1) F, W @ -1 +3p+1] @t i

The first root is the same as that found in Shirer (1980) arnd shows that the
effect of the perpendicular shear is to suppress convection; the wminimum value :

Rg of Rye 18 given by the vanishing of fg in order that the roll does not feel

directly the perpendicular shear. From (3.7) we see that Fz = 0 18 given by )

the value 8, of 0 for whictl
tan(8,) = ag/as ' (3.14) !

This angle is the same as a7 in Shirer (1980). 1In addition, the preferred value i
AZ = 1/2 for the squared aspect ratio is the same as that found in Rayleigh-!é;ard
coanvection,
The second root is complex, except in the singular case P = (A% - 1)/(A% + 3).

This can occur only when A2 > 1 an. P < 1. When P and A2 are related ‘
in this way, we obtain from (3.13) a value for Ry, that is reduced by the o
magnitude of the perpendicular shear component fz. This is a signature of the 9
{aflection point instability, by which rolls would be able to extract energy from :
the shear cosponeat ;2. But because of the singular nature of this second
solution, we csnnot conclude that inflection point modes exist {n the model.

) However, we can conclude that modes in which A2 > 1 sand Ty s noazero amight be
possible in the rotational case, and in Section 3.2, we will demonstrate that

indeed they do exist.




LS}
w
~

3.1.2 T3 = 0 and F = 1. Because the expected orientation angle is given

by fz = 0 when f* = 0, it 1y natural to investigate the rotational solutions

in this case. The cubic (3.4) ylelds only one root tor Ry, and it is given by

*2. -2 *2

] A7 - ¢ f‘lz (4(a?

R = (A% + 1) + ¢ + 1,32 (3.15)

mc

When £* ~ 0.1, Shirer (1982) showed that (3.15) giv:s a good approximation to
Rpc when fz # 0; values of f* ~ 1 can occur commonly, however.

The first term fn (3.15) is the usual critical Rayleigh number for convertion
in a rotating fluid (Chandrasekhar, 1961; Veronis, 1966), and the second repre-—
sents 8 destabilizing term arising in the przaence of rotation frem the wind shear
component parallel to the ruil axis. This is a manifestation of the parallel
instability mechanism of Lilly (19€6), which would be given here by the case
Rge = 0. We note “ha. f* is essential to the existence of this mechanism, in
agreement with Lilly (1966) who found that the parallzl modes disappeared in the
irrotational (Orr-Sommerfeld) case. Inspection of (2.47)-(2.48) reveals that the
Coriolis and viscous terms are of the same order of magnitude when f*~1 and this
also agrees with an observation Lilly (1966) made concerning a necessary condition
for the existence of this mode. The form of (:.15) suggests that in “he present
model, there is one instability mechanism having as special cases the two
mechanisms of thermal and psrallel instability. Apparently, then, it mighc not be
correct to view them as sepsrate mechanisms leading to convective solutions having
different characteristic geometries (Etling, 1971; Asai and Nakasuji, 1973). The
model discussed here effectively links the two mechanisms, althouzh we will find
in Section 3.2 that thres branching nonlinear solutiouns are possible in some cases
and that for some values of Re, cne root yields the minimum value Ry of Ry,

while for different values of Re, the other two roots produce Rg.
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3.1.3 Rye = 0. Parallel instability is usually discussed in the absence

of thermal effects, which corresponds here to a (moist) neutral stratifica-

tion. The constant term £, in (3.4) can be factored, but when Ryc = 0 only one

root exists for which Recz 1s both real and positive. This root is given by

*2

* - - -
a2+ 0+ a? P2 ee? a2+ )7t

(3.16)
+ (A2 - 1)2

B2 wlvrtao

When we use (3.6)-(3.7) to express (3.16) in terms ot Recz and 9, we find that
the minimum value of Re.? occurs when tan(3) = ag/as. This 18 _.e same
orientation angle that we found in (3.14) for the general irrotational case; of
interest here is that 0, gives the maximum value for the along-roll shear

component ], a fact consistent with the occurrence of parallel modes. For

this orientation angle 8,, the critical value Re,2 of Re’ is given by

Recz = aa? + 3 7+ D+ 2] 2™ (asz + 362)1‘1 (3.17)

which 18 independent of the Prandtl number P. For the expected aspect ratio

A, we find from 3Rec2/3A2 = 0 that A? and f* must be related by

Wrndal-n s+ @l-1 =0 (3.18)

showing that 1/5 < A2 < 1/2, waich corresponds to broader cells than provided
by R.yleigh-sé;ard instability. When £* ~ 0.1 and Recz is large in magnitude,
we have A2 ~ 0.201; but when f* ~ 1.0, we have A2 ~ 0.25. PFor = domain height
of 1 km, we find that AZ ~ 0.2 corresponds to roll wavelengths L ~ 4500 m,
while A ~ 0.25 corresponds to L ~ 4000 m. Observational evidence for such

large ratios of L/zy have been given recently by Walter (1980) and Kelly (1984).
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We will find that the minimum value of Rgyc can be given in the general case by

y
Rpe = 0, and in this case Re.2, 8, A2, and £* satisfy (3.14), (3.17), and I
(3.18), We note that the truncated model presented here, unlike the one
discussed in Shirer (1982), has a nontrivial nonlinear solution when Ry = 03
this occurs because, unlike in the Lorenz (1963) form on which the Shirer
: (1982) model was based, the rotating convection truncation of Veronis (1966)
produces nonlinear terms in the equations of motion (2.47)-(2.50).
) 3.2 The general case f
i

We have found in the previous subsection that the single branching mode

occurring when £f* = 0 or = 0 has an orientation given by Fy) = 0 or
c 2

YW V3
- RN -

tan(®) = ag/ag; for this mode we discovered that the preferred value of Al

— decreased from 1/2 as the value of Recz was ircreased. Thus, as discussed in

Shirer (1982), we might expect in the general case to find preferred

» orientations near 0, = tan~1(ag/as) and squared aspect ratios satisfying

L

A2 << 1. But Rpe 1s governed by a cubic polynumial and so two other real

e

roots having correspondingly different geometries might be pursible. As
hin =d by the complex roots in the irrotational case (Section 3.1.1), we will

find here that other modes near AZ ~ 1.0 are indeed possible when the value of

v
M SRR & . st BB AR {450
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Rec2 is large enough.

In order to develop a coherent picture of the expected branching behavior,

BT

we first determine for fixed Re, the minimum values of Ry with respect to the

———— .

. orientation angle O and for fixed Ryc the minimum values of Reczz both
are given by (3.10). As mentioned previously, this is consistent with the view
that the value of R{i must be smaller than an appropriate one Ri.. Upon
impiicitly differentiating (3.10) with respect to 9 and using the fact that

both 3Ry /39 = O and dRe 2/38 = 0 at a minimum, we obtain
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k1oRmc? + (k11 + kizRec?) Rpe + k13 + ki4Rec? + kysRec = 0 (3.19)

We may combine (3.10) and (3.19) via polynomial division to produce a single

polynomial in Recz governing the extrema of Rge (or of Re.):

r6Rec12 + r5Rec10 + rl,Rec8 + r3Rec6 + rzncc4 + rIRec2 + 150 (3.20)

Once Re.? is obtained from (3.20), we obtaiu Ry, from (3.19). The above
analysis introduces spurious roots into (3.20), which can be identified from the
division calculation. Moreover, the roots of (3.20) provide both maxima and
minima of Ry. and Recz, but these can be identified from the signs of 32Rmc/802
and 32Rec2/392. Only extrema that are minima of both Ry,. and Re. are accepted,
and so the problem yields the same results whether we view the critical
parameter to be Ry or to be Re.

As an example, we use the Ekman profiie

u*(z*) = |!g*|[1 - exp(-2*/D*) cos(z*/D*)] (3.21)

v(z*) = |Vg*| exp(-z*/D*) sin(z*/D*) (3.22)

Here D* = D¥/zp is a dimensionless Ekman depth, which in some cases will be
related to £* via D* = (2/£*)1/2; but because we have uot constrained U* and V*
to solve the governing system (2.36)~(2.40), we will not always link D* and

f*. Here an orientation angle of 0° corresponds to a roll aligned parallel to
the (westerly) geostrophic wind. We note that in Shirer et al. (1985), we show
for the KonTur cases that the preferred wavelengths of the rolls are not
particularly sensitive to the form of the wind profile, although the

orientation angles are.
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3.2.1 Parallel modes. In Table 1 we show how the Fourler coefficlents aj

and ag vary as functions of Ekman depth D when the domain heighc is 1 km and the
latitude 18 45°N; for convenlience we have assumed that |V(zp)| = IVgI in
(3.8)-(3.9). We also give the preferred orienta:ion angles 0,, dimensionless

wavelengths L/D and critical Reynolds numbers Re (3.17) and

Re;= lyglo/v . (3.23)

We consider both the cases in which f* 1s tied to D* via f* = 2/D*2 (denoted by
T) and the case in which f* is untied to D* (denoted by U); when £* 1s untied
we instead link it to Re. so that ]Ygl = 10 m/sec. In all cases f* and A? are
related by (3.18), and we may calculate corresponding values of ]Ygl and V.

An ingpection of Table 1 reveals that, whether £* is tied to D* or not,
the orientation angles and dimensionless waveleangths depend strongly on D.
From depictions of roll circulations obtained in previous studies (e.g. Faller
and Kaylor, 1966) we find that the roll circulations are in the range 5D-6D;
moreover, they are oriented at -15° to -20° when they have dimensionless
wavelengths of 20-24 but they are oriented at 2°-6° when they have wavelengths
of 13-17 (Lilly, 1966; Faller and Kaylor, 196t, 1967). For the tied case
usually considered in the literature, the a* - reported values agree with
those in Table 1: when D = 159 m we find that = - 18° and L/D = 18 and when
D = 245 m we have O = 4° and L/D = 13. The values of Rep are smaller
than those normally cited (e.g. Lilly, 1966). But we have used frze rather
than rigid boundary conditions in formulating the model, and Faller and Kaylor
(1967) noted that the critical Reynolds number is smaller in the free case.
Thus, we conclude that we are representing correctly the parallel instability
mode. But we discover from Table 1 that for small values of D, only in the

untied case do the values of V and |V8] correspond to atmospheric ones, and
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so, although the wavelengths are larger in this case, we generally prefer to
view f* and D* as independent parameters.

As the value of D increases, rhe orientation changes markedly to one
having positive values, the dimensionless wavelength decreases and the
magnitude of Re increases dramatically. Remarkably, when p* = 1, which is the
value used in Shirer (1980, 1982), the values of © and L/D agree with those
ucually cited for the inflection point modes. It is difficult to discern
from previous studies whether the height of the circulation shrinks in half
from 6D to 3D as the orientation switches from ~ 20° to 20°, and so ic¢ is
unclear whether the above calculations might provide an explanation for these
other reported modes. 1In any case, because the results are sensitive to the
value of D, it appears to be unwise to use the Ekman depth D to scale the

variables in the equations.

3.2.2. Parallel/thermal modes. For the case D* = 1, in Fig. 3.1 we show for

4 values of A2 the magnitudes of Re, as functions of 9 for which simultaneous
extrema in Ry, and Recz occur. In this example, we have chosen 21 = 1000 m,
P =1, and v = 14 n? sec~l, which yield £* = 0.5 * 2/D*2. These values for
vV and P are consistent with those typically cited (e.g. Krishnamurti, 1975).
On the right side of Fig. 3.1 we show the dimensional values of Vgl
corresponding to those on the left side for Rec,. 1n the figure, local minimum
values of both Ry and Rec2 are denoted by the solid lines, and local maximum
values of both by dashed lines; the angle 8, = tan™l(ag/a5) and the values Re,
of Re, yielding Rpc = O are also denoted.

From Fig. 3.1 we obtain a picture t:markably similar to that often
obtained in an entirely different context (Shirer and Wells, 1983). Diagrams
having forms similar to those in Fig. 3.1 can be produced by cross-sections

through surfaces whose altitudes represent the magnitudes of nonlinear
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Figure 3.1 The magnitude of Re. for which both Ry, and Recz are minima (solid
lines) or maxima (dashed lines) with respect to 9., Here the mean

wind {s given by an Ekman profile (3.21)-(3.22), 27 = 1000 m, D =

318 a, P=1, v = 14 afsec”l, t* = 0.5 and A2 = 0,1 (a), 0.5 (b),
1.0 (c) and 1.5 (d).
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solutions to truncated spectral models., Here, however, we obtain a cross-

section through a surface describing the relationship between two auxillary

parameters that is required to produce extreme values for the bifurcation point

Rpe OT Rec2 from which ncnlinear solutions branch. Both types of surfaces are
governed by polynomials and so it is not really surprising that qualitatively
similar diagrams would be obtained in the two analyses.

From Fig. 3.1lc we note that the mode having orientation angles near
0 = 8, 1s a minimum when Res < 490 and Ry € 0. But when two other minima
appear, this mode becomes a maximum. Here, then, the vanishing of 32Rp./36Z
signalling a coalescence of a maximum and a minimum is analogous to the
vanishing of a characteristic eigenvalue signalling a coalescence of two
steady states (Iooss and Joseph, 1980). Interestingly, the transition from
one extremum to three extrema occurs.at values of Re. correspoading to
Rpe € O, or to stable stratification. However, the three modes never meet;
the closest the double point gets to the neutral case Ryo = 0 i8 Ry = -0.0698
when © = 13,45° and A2 = 1.04. As hinted by the irrotational special case
(Section 3.1.1), the two new modes are born near A2 = 1, at values of Ry near
Rpe = O, and at orientation angles for which 52 # 0.

As the values of A2 are increased or decreased from A% = 1, however, the
nose point moves gradually away from the other mode (Fig. 3.1b, d). As noted
above, the form of these figures is that given by cross-sectione through a
cusp surface, with the one in Fig. 3.lc most nearly resembling the trident ob-
tained by a cross—section through the cusp point. But typical cross—sections
through cusp surfaces would show the isolated pairs of solutions switching
places from the left to the right side of the other curve as the value of a
second crucial parameter is8 varied. This switch does not occur in this

example when P = 1, but it almost does near A2 = 1 and Ruc ® 0. Thus, the
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;{ fact thet the neutral case produces only one acceptable root appears to signal i
that the present model might be missing a qualitatively crucial parameter.
This parameter might be related to the Fourier coefficients of the wind
profile having larger wavenumbers than the roll itself; these parameters would

" be necessary, for example, in order to describe enough characteristics of the
wind profile that the inflection point instability mechanism could become
active. Currently, we are investigating this possibility.

From the results presented here, we expect that as the wind speed

increases, an orientation near that given by 8 = 8, would be observed if the

E stratification were unstable, but that a rapid variation in orientation angle

from 8 = 8, to one far from 8 = 8, would occur as the necessary stratification ‘

given by the values of Ry, changes from unstable to stable. Large deviations

© 0 from 8, would be expected when the values of Re, are large and the

v e ——

stratification is stable. We note that when the expected orientation angle
problem is viewed as a problem in the branching behavior of a governing
polynomial, then the existence of a range of Re. for which 0 varies rapidly

can be predicted in advance if multiple solutions are possible because this

g —

behavior is typlcal of cross-sections through canonical surfaces like cusp

surfaces, What 1s important physically is that the rapid variation in 9

;
i
i

occurs near Ry, = 0 for which the boundary layer stratification 1s neutral,

and so the alignment angle would be very sensitive to the sign of the value of

Rpce

e

When the requirement for minimum values of Ry, and Recz with respect to
A2 is added to the one discussed above, then the curves shown in Fig. 3.1
disconnect. Five curves for the local minima R, of Ry, (and Rccz) occur when
Peland "= 0.5, as shown in Pig. 3.2 together with some selected

corresponding values of A2, The solid curves denote the lines for which Rg is
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a global minimum and so would provide the expected values of the parameters
and consequently the observed geometry of the rolls. Although the global
minimum occurs on the outer right curve when Re. > 750, we note that the
values for Rg associated with the outer left curve are very nearly the sawme as
those for the outer right one and hence might provide global minima in a
slightly more general model. We note that the left curve will produce a
global minimum when the magnitude of P is of the order of 0.1,

Although we see that five local minima are possible in this case, we find
that they divide into two classes. When the astratification necessary for roll
development is unstable, which here is given by Re. ™ 230 or very light winds,
one mode exists near O = 8,, The aspect ratio for this mode decreases to
A2 ~ 0.2 or L ~ 4.5 kn when Rpc = O and decreases further to extremely small
values of A2 ~ 0,002 or L ~ 45 km when Re, ~ 2400, Thus, the first class is
characterized by rolls having very small aspect ratios or very large
horizontal wavelengths. Two other modes, one near 9 = 0° and the other near
8 = 30° are also in this first class, but they come into existence near
Re. ™ 400. The squared aspect ratios for these modes are larger than the ones
for the middle mode, but the values of A2 still decrease markedly as the value
of Re. 18 increased. The last two modes are in the second class, and they are
born near Re. ™ 600; these modes exist at very large angles (30°-50°) relative
to 9,, and they have squared aspect ratios A2 ~ 1 that increase, or wavelengths
L ~ 2 km that decrease, as the value of Re. increases. Rolls in the second
class, then, are characterized by aspect ratios of order one ovr horizontal
wavelengths within a factor of 2 of the depth of the boundary layer.
Importantly, these wavelengths are within the range often observed.

Upun considering the global minima for R,. and Recz. from Fig. 3.2, we

see that both the expected orientation angle © and the squared aspect ratio A2
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make two discontinuous jumps as the magnitude of the Reynolds number Re. is
{ncreased from zero. First the value of A2 decreases from 0.5 to 0.09 as the

value of Y increases from 0° to 24°

; but then at Re. ™ 450, therz is a sudden
{ncrease in the magnitude of A% from 0.09 to 0.18 and of 9 from 24° to 31°.
The first jump is between two rolls in the first class. At Re, ™ 750, though,
there is a more significant jump in the expected value of A2 from A2 = 0.08 to
AZ = 1.11 and in the expected value of 9 from 6 = 29° to 6 = 52°, This second
discontinuous change is between class one and class two rolls and corresponds
to a dramatic alteration in the preferred geometry of the cloud band. As the
magnitude of Re. is increased further, we find that the values of A2 increase
gradually from 1.1l and that the angles 6 inr--~.se slowly from 52° to as much
as 70°,

To clarify further the content of Fig. 3.2, we show in Fig. 3.3 seven
constant-Re, cross-sections on which projections of the minimum values of ' .
with respect to A2 are givea as functions of 9 {n order to illustrate their
relative magnitudes and the means by which the discontinuous juamps in the
preferred values occurs. The values of A2 for each local minimum Rg of Rype
are given as well. The lines on Fig. 3.2 trace the variaticn in the location
of the valleys shown in Fig. 3.3,

For the case Re, = 200 (Fig. 3.3Ja), we obtain the usual parabolic shape
for Ry., in which only one minimum occurs at 0 = 12° a. A2 = 0,29, However,
we note that the bottom of t : parabola is flattened a bit, and from Fig. 3.3b
we find that at Pe. = 300 a dimple has developed at 9 = 25° and A2 = 0.19. A
saddle point ‘s apparent in Fiz. 3.3b near the previous value of 6 = 12°. 7he
occurrence of this dimple is a manifestation of the rapid variation in the
value of 9 near Rpc = O that wvas created by the introduction of two

additional modes (Fig. 3.1). When Re. = 400 (Fig. 3.3c), we observe that two
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local minima have joined the original one, and that rhe new minima have A?
values that are approximately double the one for the global minimum. ..t Re. =
500 (Fig. 3.3d), we discover that the original in.er mode is no longer the
global minimum because the one ac © = 30° has overtakea it. We note that
saddle points are beginning to appear near 6 = -5° and 6 = 45°, As can be
seen from Fig. 3.3e when Re. = 600, the saddle point for 8 < O has developed
fnto a local minimum at 8 = - 10° and has a characteristic value of A2 ~ 1.
The mode near O = 30° is still the global mnimum, however. At Re, = 700
(Pig. 3.3f), the right outer mode now exists and has expected values of A2 and
Rg that are very nearly equal to those for the outer left mode. Fiially, when
Re. = 800 (Fig. 3.3g), the outer modes have the two smallest values for Rg and
A‘ ~ 1.15 for both of them. With subsequent increases in the magnitudes of
Re., the two outer modes have increasingly smaller values of Rg, and no other
local minima were found. The values of Rg for the outer modes are always
within a few percent of one another, even though the right mode is the global
min. wum; thus, it seems plausible that either outer mode would be

observable. As mentioned above, this depends on the value of P, with the

r’ ght mode occurring for P > 0.4 and the left mode for P < 0.4,

A misleading aspect of the manner in which the above results have been
depicted is the conclusion that rolls can develop in any stably stratified
atmosphere. But for any given stratif cation, given by Ry, the wind speed
at zr must exceed a certain value given by Re.. This amounts to requiring
that the valve of a Richardson number Ri (3.11) be sufficien:ly small or
negative. This conclusion agrees with that »f others (e.g. Brown, 1972;
Wippermann et al., 1978) who showed thet rolls can exist only in stable
atwospheres having small chacacteristic values of Ri. To see this in the

pregent context, in Fig. 3.4 w2 show as functions of Ry, and Re, tha curves
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for the five local minima discussed Sove. Roll mcdes are possible only when
both the values of Ry and Re exceed their critical ones, that 1{s when Rp and
Re have values that are above and to the :1ight of the curves. The leftmost
curve ls the one associated with the expected mode and the transitions between
the three moder are clearly seen as portions of three of the curves are the
leftmost e. Of note is that for large values of Re, the outer modes denoted
by the long and short dashes in Fig. 3.4 occur for larger values of Ri than do
the other inuer modes. The occurreance of a second class of modes at larger
values of Ri in a rotating Ekman layer was noted by Kaylor and Faller (1972),
who associated these second modes with internal gravity waves.

The pattern depicted in Fig. 3.2 is very robust: its form does not vary
much with f* or P. As the value of f* is increased, the value of Rejy (3.17)
is decreased and the outer modes can exist for smaller values of Re. The
outer modes always occur in the range of 30°-50° from the orientation angle 6,
that depends only on the Fourier coefficieants a5 and ag of the background wind
shear. These outer modes then are well approximated by the orientations given
by El = ;2 or El - - Ez, the formulas for which are given respectively by

9{ = tan-1 [(a6 - as)/(a5 + &6)] (3.24)

0, = ta " [(a, + ag)/(ag - a)] (3.25)

Althougiu « 301id physical explanation for these outer modes remsins
elusive, the fact that the Fourier coefficients for the along-roll fl and the

croes-roll Fz wind shear coefficients are nearly equal suggests that the

modes ar> related to some combination of thLe parallel and inflection point

modes that derive energy from the Pl and Pz components, vespectively.

;,y‘

P



275

Although the inflection point instability is not represented here in the

neutral case, its singular presence was indicated in Sec. 3.1.1 when £ = 0, If

we hypothesize that the outer modes given by A? ~ 1 would extend to the neutral
case given by Re,, then we could see whether their existence is suggested by
previous studies. Because the location of all the orientation curves are tied
to 8, via a5 and ag, we may infer from Table 1 that when D* = 1/2 and 6, =

- 18°, which correspond most closely with the previously reported situatioms,
then the right outer wode would first occur 30°-40° to the right of 8,, or in
the range 12°-22°., Moreover, A2 ~ 1 corresponds to L/D ~ 12 in this case, and
because the inner mode is the global minimum when Re = Re,, the outer mode
would exist for larger values of Re. These values of 9, L/D, 2nd Re are in
the range reported for the inflection point instability. Thus, there is the
possiblity that the outer modes are extensions of these inflection point
modes, but a larger model containing more degrees of freedom would be needed

to test this hypothesis.

3.3 Alternate parallel wmodes

The discussion presented so far has concerned rolls developing from a
cosine mode of the background wind profile (cf (3.8)-(3.9)). However, a
Fourier analysis of the Ekman profile (3.21)-(3.22) reveals that there is
significant energy in the sine models as well. 1In addition, Shirer (1980)
noted that three orientation angles corresponding to three roll responses to
the cosine and sine modes might be possible (see his equations (3.16)-(3.18)
for the angles a;,a7,a3), and Kelly (1984) notes that all three angles
correspond well with the alignment observed during a case of cloud streets.
Moreover, theoretical studies of rolls developing in a stratified shearing
atmosphere (e.g- Faller and Kaylor, 1969) reveal that the rolls tilt

ef3nificantly with height, suggestirg that both sin{z) and cos(z) modes might
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be important in modeling the noniinear response with a perturbation stream

function Y. Although use of cos(z) medes in the expansion for ¥ i{s not

compatible wi